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Abstract

To what extent are the productivity spillovers of information technology
related to R&D activity? Do these factors affect distinctly economic growth,
or does the IT impact merely reflect the embodiment of R&D-induced tech-
nical progress?
Based on country-level data, this work shows that both forms of technically-
advanced capital (R&D and IT) matter for long-run productivity growth. We
control for either the domestic specialization in digital productions or import
penetration of high-tech goods. In any case, the national endowment of IT
assets emerges as a robust source of spillovers. It is also shown that the
R&D base of the domestic producers of IT goods is a fundamental driver of
productivity for the industrialized countries. In terms of productivity ben-
efits, a low degree of industry specialization in information technology can
be hardly compensated by a country’s trade openness, i.e. importing R&D-
intensive (IT) goods from abroad. This contrasts to what occurs for less
advanced productions.
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1 Introduction

Technological change as outcome of intentional innovation activities is considered
a crucial factor for the competitiveness of the modern industrial economies. R&D-
based innovation is the main source of productivity, and this in turn determines a
nation’s well-being over the long-run. Undoubtedly, one of the most extraordinary
technical achievements of the last decades are the advances made in the field of
information technology (IT). IT is the driving force behind the productivity resur-
gence recently experienced by most countries, in the form of either firms’ capital
deepening or TFP growth of those sectors that manufacture these goods.

Aside few exceptions, the majority of works has investigated separately the
impact of IT and R&D on economic performance. Though, these two factors are
closely related, and present some similarities (and even some discrepancies) that
should not be ignored in both theoretical and empirical research. First of all, they
spur productivity by enabling knowledge dissemination (either R&D or IT), or
creating network externalities (mainly IT). Secondly, IT producing sectors are the
most intensively engaged in knowledge generation, accounting for a large fraction
of both R&D and patenting activity (Figure 1). R&D-based innovation stimulates
the efficiency growth in IT productions and, finally, its benefits accrue to all the
purchasers of digital goods. Third, research productivity has been enormously en-
hanced by the application of the new generations of computers and experimental
technologies to both basic and operative projects. At the top level, digital tech-
nologies have opened up new frontiers for science (genoma, high-temperature
superconductors, etc.) and favored a faster circulation of ideas, as shown by the
explosion of the scientific literature during the Internet age. On the other side,
firm-level studies have stressed that, to be effective, IT needs complementary in-
vestment in business restructuring and human capital, and enterprises undertaking
R&D projects reap larger benefits.

Given the complex relation existing between these two factors, assessing the
productivity effects of IT and R&D appears a very hard task, especially in the
short-run when each of them is likely to reinforce the growth impact of the other.
Over a long-term horizon, instead, their social returns are more easily identifiable
as the adjustment processes, learning periods and patent protection come at an
end. In this respect, it seems particularly interesting to understand whether these
types of technically-advanced capital are able to boost productivity distinctly, or
rather whether there is a sort of double counting in their measured growth impact.
The latter kind of evidence would corroborate the embodiment hypothesis con-
cerning the mechanism through which technical change affects economic growth.

The present paper addresses such issues carrying out a regression analysis on
a panel of OECD countries (the former EU-15 and US) over the period 1980-
2003. It takes a long-run (cointegration) perspective to allow for the delayed ef-
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Figure 1:Percentage of IT industry on business enterprise R&D expenditure
and USPTO patent grants, 1980-2003
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Source: Own calculations on MSTI, OECD (2007) and USPTO. See Data Appendix for details.

fects of IT and R&D on productivity. The analysis is developed in a threefold
step. First, we estimate the elasticity of TFP to both forms of technological cap-
ital, controlling for the major issues that might undermine the consistency of the
estimates. Then, we examine the industry sources of the within-country spillovers
associated to R&D; this will allow us to stress the prominence of the IT-producing
industry on productivity growth over the long-run. Finally, the empirical analy-
sis is extended to an open-economy framework in order to trace the spillovers’
flow related to trade of IT goods. It is found that R&D embedded in imports of
computing and telecom equipment is far from promoting domestic TFP, while the
reverse occurs with less technically-advanced productions. These findings con-
fute the embodiment hypothesis for IT capital, i.e. that the significance of this
factor in productivity regressions does ultimately depend on the R&D base it in-
corporates. Summing-up, our evidence suggests that a specialization in IT pro-
ductions is either a fundamental determinant of a nation’s productivity or a key
factor to compete on the global market. On the other side, there is indication that
IT capital provides own productivity benefits, probably due to network external-
ities or specific knowledge spillovers. This means that investing in this special
kind of assets is highly recommendable, even though it does not offset a country’s
de-specialization in high-tech (IT) productions. In line with earlier studies, the
knowledge spillovers of foreign non-ICT producers are found to dominate those

3



associated to the research effort of domestic firms; it confirms that, for relatively
low-tech goods, trade is an effective channel for knowledge diffusion.

The outline of the work is as follows. Section 2 surveys the literature on the
impact of information technology and R&D on the dynamics of aggregate pro-
ductivity; it also pays attention to those (few) studies investigating the interaction
between these two forms of technically-advanced capital. Section 3 sets down the
analytical framework and discusses the econometric issues featuring the regres-
sion analysis. Data description and summary statistics are presented in Section 4,
the econometric analysis in Section 5. Finally, Section 6 reports some concluding
remarks.

2 Overview of related literature

2.1 Productivity effects of IT

In recent years, a great attention has been paid to the contribution given to eco-
nomic growth by information technology.1 In most countries (the US ahead), the
acceleration in labor productivity has been driven by the direct effects of these
new technologies, through firms’ capital deepening and the efficiency growth of
IT producers (Jorgenson, 2005). Less rich instead is the literature on the economy-
wide spillovers of information technology. These indirect benefits are considered
a distinctive feature of digital goods; they take the form of network externalities,
i.e. the effectiveness of IT on individual performance rises with the number of
users, and of the knowledge spillovers enabled by a faster circulation of ideas and
a better information management. Fuss and Wavermann (2005) find that network
effects have crucially contributed to the recent dynamics of TFP in OECD coun-
tries. On the other side, Becchetti and Adriani (2005) emphasize the role of IT
as enabler of knowledge dissemination, finding that its diffusion rate in the pop-
ulation is a good predictor for explaining cross-country differentials in income
levels.

More generally, IT is regarded as general purpose technology. Its adoption
entails long period of experimentation at a firm level, during which radical or in-
cremental changes in organizational structure and in the endowment of human
capital need to be finalized. The benefits of the adjustment process implemented
by first-users also accrue to imitators and, at an aggregate level, the related gains
show up only in a long term. Advances in information technology are claimed to
shift the innovation possibility frontier of the economy, rather than directly shift-
ing the production frontier (Bresnahan, 2001). IT uptake stimulates co-invention
in users; this widens the potential for further applications, so to continually fuel

1See Dracaet al. (2007) for a recent survey.
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the demand for IT capital. Because of such a dynamic feedback loop, IT pro-
ducers are subject to increasing returns and, finally, information technology has
permanent effects on economic growth.

The ’delay hypothesis’ is often advanced to explain why, at an industry-level,
TFP growth is not statistically associated to contemporaneous IT investment, while
it occurs with the lagged values (see respectively Stiroh, 2002 and Basuet al.,
2004). Yet, as shown by van Ark and Inklaar (2005), the relation may be not linear
(U-shaped): ’early normal returns’ stimulated by IT-production and -investment
are followed by periods of ’negative spillovers’, that show up when firms develop
capital complementarities. An alternative strategy to fully identify the benefits of
IT capital consists in working with long growth rates, as done among others by
Brynjolfsson and Hitt (2003) at a firm-level and Oulton and Srinivasan (2005) on
industry data.

As within the R&D context (Griliches, 1992), these arguments suggest that
the estimated elasticity of TFP to IT capital is likely to be higher when a regres-
sion analysis is performed at a higher level of data aggregation as better captur-
ing the social returns of this general purpose technology. To this end, a long-
run (dynamic) perspective of analysis appears helpful for overcoming the (static)
compensation existing between the performance of innovative and non-innovative
firms (or industries),2 making the economy-wide spillovers hard to single out in a
short-term horizon.

2.2 Productivity effects of R&D

Since Griliches (1979) on, technological knowledge intended as either output of
innovation activity or input in production of new knowledge has been a central
topic in productivity literature.3 At a country-level of analysis, Lichtenberg (1993)
has first investigated the productivity effects of (privately-funded) R&D, finding
an output elasticity of 7%. This evidence is interpreted against the existence of
international spillovers; indeed, if knowledge did really spill over free of charge,
then domestic R&D would not have a differential impact with respect to foreign
knowledge. Nevertheless, it is only with the seminal paper by Coe and Help-
man (1995), henceforth CH, that a focused attention has been increasingly paid

2See McGuckin and Stiroh (2002) for a discussion on the aggregation relations.
3Traditionally, a threefold effect is ascribed to R&D-based innovation. First, it raises the effi-

ciency of the economic entities engaging in such activities. Furthermore, given its non-rival and
non-excludible nature, technological knowledge also spills over across firms, industries and coun-
tries (or regions). Finally, R&D activity eases the absorption of technology developed elsewhere
(technology transfer). This paper deals with the former two types of spillovers, referring for tech-
nology transfer to Cohen and Levinthal (1989) and subsequent works (Griffithet al., 2003, and
2004).
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to international technology spillovers. The main results of this literature are sum-
marized in Table 1.4 Under the assumption that knowledge is embodied in traded
intermediate goods, CH show that larger advantages accrue to countries that im-
port intensively from technically-advanced economies (direction effect). Foreign
knowledge is gauged by averaging out the R&D stock owned by trading partners
through bilateral import shares. Moreover, productivity is found to rise in propor-
tion to a country’s trade openness, measured by multiplying the foreign R&D with
the import intensity of the recipient economies (intensity effect).5 According to
Keller (1998) however, this type of evidence does not corroborate the hypothesis
that technological knowledge flow across countries through trade, since identical
results arise whatever weights are adopted, even randomly generated. On the other
side, Lichtenberg and van Pottelsberghe (1998, LP) stress that the CH’s weighting
scheme is subject to anaggregation bias, and that opportunely correcting it yields
better outcomes on international spillovers.

Nowadays, there is large agreement that international spillovers contribute cru-
cially to the productivity growth of the modern industrialised economies and, for
technically following countries, even more than domestic R&D. It has been re-
cently confirmed by examining either alternative channels of transmission or dif-
ferent measures of foreign knowledge. For instance, Madsen (2007) and Bottazzi
and Peri (2007) exploit patent data. The former finds that trade-related spillovers
amount to a 90% of the innovation impact on productivity; the latter shows that
the contribution provided by foreign (un-weighted) patents to the domestic patent-
ing ability (i.e. technological productivity) is larger than domestic R&D for the
non-G7 countries, but not for the biggest economies. Using recursive weights,
Lumenga-Nesoet al. (2005) detect that the indirect R&D spillovers coming from
the backward trade relations of commercial partners are in absolute the major
drivers of productivity. Lee (2006) examines simultaneously a wide array of tools
through which innovation may spill over internationally, finding that only inward
FDI and disembodied technical change are knowledge conduits. Similarly, using
technology balance of payments, Mendi (2007) shows that disembodied technol-
ogy has mainly benefited backward countries, especially at the earlier phases of
their take-off. Guellec and van Pottelsberghe (2004) investigate instead the in-
teraction among the different forms (and funding) of R&D; both public basic re-
search and foreign knowledge account more than the innovation performed inter-
nally by the business sector, despite the gap has been reducing over time. Among
the factors complementary to R&D in raising the productivity levels, human cap-
ital turns out to be particularly effective (Engelbrecht, 1997 and Frantzen, 2000).

4See Keller (2004) for an extended survey.
5Kaoet al.(1999) were first to warn against the estimation bias of earlier works, while Edmond

(2001) to study cross-country heterogeneity in slope coefficients.
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Recently, aggregate evidence has been enriched by several industry-level stud-
ies, where intermediate transactions from input-output tables are used to gauge the
within-country spillovers (Keller, 2002b).6 Among others, this approach has been
adopted by Acharya and Keller (2007) to assess the extent to which the R&D ef-
fort of the OECD technological leaders influences the economic performance of
the other member states.

2.3 Interaction between IT and R&D

Although the co-invention process between information technology and R&D has
been long recognized,7 empirical literature on the interaction between these two
factors is still unsatisfactory. Greenanet al. (2001) estimate some productivity
regressions on French micro data (up to 1994); computing equipment and re-
search engagement are jointly significant in cross-sectional specifications, but not
in time-series regressions. A similar (cross-sectional) result is found by Matteucci
and Sterlacchini (2004) studying a sample of Italian manufacturing firms during
the golden years of the ’Information age’ (1998-2000); the coefficient of R&D
intensity is stably significant across various specifications, while that of IT invest-
ment only if taken with a lag, confirming the well-known ’delay hypothesis’. At
an economy-wide level of analysis, Lee (2005) employs the CH’s framework to
understand the extent to which international spillovers are related to the develop-
ment of telecom infrastructures, proxied by the telephone penetration rate. This
effect is shown to be sizeable, especially after the advent of the Internet. This
evidence is consistent with the findings (up to the mid-1990s) earlier provided by
Madden and Savage (2000), exploiting a measure of foreign knowledge interacted
with the import share of IT goods and an utilization index of telecommunications.

6In place of intermediate transactions, Frantzen (2002) employs a patent-based indicator for
assessing the technological proximity among industries; Keller (2002a) examines instead the role
of geographical distance. In this strand of literature, the most generalized procedure has been
implemented by Brandt (2007) by estimating a dual cost function.

7See Allen (1986) for a discussion on the potential of information technology for research
productivity.

8



3 Empirical setting

3.1 Analytical framework

We start by considering the following closed-economy framework (model 1):

ln TFPit = α0i + α1 ln ITit + α2 ln DRDit + α3Cit + εit, (1)

whereTFPit is the index of total factor productivity, IT is the stock of informa-
tion and communication technology capital,DRDit is the cumulative (domestic)
expenditure in research and development.Cit instead comprises a set of common
time dummies and some control variables (expressed in logs) that will be intro-
duced below.α0i are the country fixed-effects,εit the usual stationary errors.i
denotes countries (i = 1, ..., 15), andt the time period (t = 1980, ..., 2003). Ini-
tially, we consider gross expenditure on R&D as measure of knowledge capital
(GERD). Then, to avoid any distortion related to the heterogeneity in the growth
impact exerted by the different forms of research, we distinguish between business
enterprise and public R&D (BERD and PRD), assuming a log-additivity form in
their effects on productivity.

In model 2, we examine the importance of the productivity spillovers associ-
ated to R&D carried out by the IT sector relatively to that of non-IT firms. The
specification to be estimated is thus shaped:

ln TFPit = α0i + α1 ln ITit + α2 ln DRDI
it + α3 ln DRDNI

it + α4Cit + εit. (2)

DRDI is the stock of domestic R&D cumulated by the IT-producing industry,
while DRDNI the one developed by the (non-IT) remaining part of the market
economy. Model 2 is helpful for excluding the possibility that the TFP-enhancing
effect of the knowledge cumulated by IT producers is taken up by the coefficient
of IT assets when adopting an aggregate measure of R&D capital.

In model 3, we assess the relevance of imported technology spillovers. It is
done by adding to the previous specification the R&D stock developed abroad by
either IT or non-IT sectors (FRDI andFRDNI):

ln TFPit = α0i + α1 ln ITit + α2 ln DRDI
it + α3 ln DRDNI

it +

α4 ln FRDI
it + α5 ln FRDNI

it + α6Cit + εit. (3)

The main objective of this specification is of eliminating the risk that IT capi-
tal be upward biased because of the omission of R&D carried out abroad by IT
producers.

The foreign stock of technological knowledge is computed using the method
devised by Lichtenberg and van Pottelsberghe (1998). Unlike the CH’s weighting
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scheme, this procedure is invariant to the level of data aggregation, i.e. the amount
of foreign knowledge which is relevant for an importing country does not rise by
merging two (or more) exporters. This paper is aimed at examining the knowl-
edge spillovers engendered by foreign producers of IT goods, in comparison to
those activated by non-IT sector (FRDλ, λ = I, NI). To this end, the external
stock of knowledge owned by each type of industry is computed by weighting
its R&D capital with the sectoral value of exports towards the recipient countries
over value-added (both in current prices):

FRDλ,F
it =

15∑
j=1

Mλ,F
jit

Y λ,F
jt

DRDλ
jt, i 6= j λ = I,NI, t = 1980, ..., 2003.

DRDλ
jt is the knowledge stock of sectorλ at timet in countryj, Mλ,F

jit the exports’

flow of industryλ in countryj towards the recipient countryi, Y λ,F
jt is nominal

value-added of the exporting industry.
Since imports exhibit large variations over time, in particular for IT goods,

two additional types of weights are used to validate the results’ robustness. By
construction, they are less sensitive to temporary changes in trade figures and,
consequently, should more accurately reflect the permanent effects of external
knowledge on domestic TFP. First, we build a smoothed LP indicator using a 3-
year moving average of flows of both exports and value added (M

λ,F

jit andY
λ,F

jit ):

FRDλ,F =
15∑

j=1

M
λ,F

jit

Y
λ,F

jt

DRDλ
jt, i 6= j λ = I,NI, t = 1980, ..., 2003.

Secondly, we construct the stocks-based variant of the LP’s weights proposed by
Madsen (2007); it rests on the current price ratio between the cumulative value of
exports and that of value added (Mλ,S

jit andY λ,S
jt ):

FRDλ,S
it =

15∑
j=1

Mλ,S
jit

Y λ,S
jt

DRDλ
jt, i 6= j λ = I, NI, t = 1980, ..., 2003,

where

Mλ,S
jit = Mλ,F

jit + (1− δ)Mλ,S
jit−1 Y λ,S

jt = Y λ,F
jt + (1− δ)Y λ,S

jt−1,

andδ is the depreciation rate utilized to build the knowledge stock (δ = 0.15).
As evident, the stocks-based measure of foreign R&D collapses into the original
one proposed by Lichtenberg and van Pottelsberghe (1998) when there is full
depreciation for imported knowledge (δ = 1).
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3.2 Econometric issues

In this paper we use the panel dynamic OLS estimator developed by Mark and
Sul (2003). It represents the panel extension of the single-equation procedure de-
vised by Saikkonen (1991), whose properties have been earlier studied by Kao
and Chiang (2000) under more restrictive conditions. Assuming homogenous co-
efficients among individuals, panel DOLS estimates the cointegration relation by
introducing into each country equation lags and leads of the first-differenced re-
gressors, eliminating thus the endogeneity bias. Albeit it rests on the hypothesis
of errors’ independence, panel dynamic OLS is effective even for low degree of
cross-section dependence, which can be easily allowed for by working with cross-
sectionally demeaned variables; this procedure is equivalent to using common
time dummies. Such properties make panel DOLS a valid alternative to panel
fully-modified OLS estimators. Recently, Market al. (2005) have also studied
the asymptotic distribution and small-sample performance of panel DOLS under
cross sectional dependence; this type of bias can be removed by also adding to
each specification lags and leads of the first-differenced regressors of the other in-
dividuals. Market al. (2005) demonstrate that there is little difference in the size
distortion of panel DOLS relatively to dynamic SUR, despite the latter estimator
achieves substantially higher efficiency gains in presence of moderate to strong
levels of cross-section dependence.

The dynamic properties of the variables are studied through the panel unit
roots test developed by Pesaran (2007),CIPS, and the cointegration tests de-
vised by Westerlund (2005),V Rg andV Rp. CIPS checks that the all series are
non-stationary. It consists in the mean of the t-ratio statistics yielded by cross-
sectionally augmented Dickey-Fuller regressions (CADF); these are standard DF
specifications enriched with the lagged value of cross-section mean and its con-
temporaneous first difference so to remove cross dependence.8

The variance ratio statistics developed by Westerlund (2005) consist in sta-
tionarity tests on the residuals of the potentially cointegrated relation and, accord-
ingly, their null hypothesis is of no cointegration. These tests are defined as the
sum over both the time- and cross-section dimension of the product between the
square of the residuals’ partial sum and the total sum of the residuals’ square. The
panel mean variance statistics,V Rp, is built by summing the separate terms over
the cross sections prior to multiplying them together, the group mean variance
statistics,V Rg, by first multiplying the various terms and then summing over the
cross-sectional dimension. The alternative hypothesis ofV Rp is that the panel is
cointegrated as a whole, forV Rg that there is a positive fraction of cointegrated
individuals. Both statistics admit individual specific (short-run) dynamics, inter-

8Serial correlation is controlled for by including into each specifition lagged first-differences
of either single variable or their cross-section mean.
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cepts and slope coefficients. However, by construction,V Rg accommodates a
larger degree of heterogeneity, lowering the risk in small samples of accepting the
null hypothesis of no cointegration because of few individuals. By contrast, the
rejection of the null hypothesis by theV Rp test provides strong evidence in favor
of the cointegration. It should be finally remarked that bothV R statistics hinge
on the assumption of error terms’ independence. Though, they perform optimally
even in presence of a low degree of cross-section dependence (i.e. the case with
common time dummies), and moderately well for higher levels of correlation. In
any case, their small-sample distortions is inferior to that emerging with other
popular cointegration tests (Pedroni, 2004).

4 Data description

4.1 Data sources and methodology

This study examines a sample of OECD countries composed by the United States
and the EU-15 members (excluding Luxembourg) over the period 1980-2003. As
economy-wide measure of efficiency, total factory productivity (TFP) is calcu-
lated as residual growth of GDP over the income share-weighted rise of factors,
hypothesizing perfectly competitive markets and constant returns to scale. TFP is
indexed to 100 in a benchmark year (2000).

National Accounts series are taken from GGDC Total Economy Growth Ac-
counting database.9 It collects (and integrates) data on GDP, hours worked and
various types of capital assets (IT and non-IT) from national statistical offices.
IT capital includes office machinery and information equipment, communica-
tion equipment and software. On the other side, non-IT capital comprises non-
residential buildings, transport equipment and non-IT equipment. These series
are constructed using the Tornqvist index formula; it aggregates sub-categories
with continuously updated shares, turning out to be the exact formula (superlative
index) when the underlying (flexible) production function is of the translog form.
These properties make the Tornqvist index more appropriate for productivity es-
timates than base-year (Laspeyres) indexes, usually applied to a Cobb-Douglas
production function framework (Griffithet al., 2004).

The stock of knowledge capital is built from R&D expenditure series reported
in OECD Main Science and Technology Indicators and ANBERD database.10 Be-
low, we carry out separate regressions using either gross expenditure in research
and development (GERD) or business enterprise R&D (BERD) as measure of

9Groningen Growth and Development Centre. Details can be found in Timmeret al. (2003).
10OECD (2007, and 2002a).
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knowledge capital. Along with BERD, the former includes expenditure of pub-
lic research labs, of higher education sector and other non-profits institutions;
for simplicity, we label public research and development the difference between
GERD and BERD (PRD). The broadest indicator of knowledge capital (GERD)
is utilized as more consistent with data on IT assets, which refer to the total econ-
omy. Though, the focus will be later restricted on innovation activity of business
sector. Indeed, the main goal of this study is of checking whether IT and R&D
exert a separate effect on productivity, and it is well-known how the scientific ad-
vances in the field of digital technologies are strictly related to the initiative of
privately-owned firms. In this respect, business R&D will be also disentangled
into the one performed by the IT-producing industry and that carried out by the
remaining market industries, labelled as non-IT producers. IT (manufacturing)
industry includes office machinery and communication equipment (categories 30
and 32, ISIC Rev.1).11 Foreign stocks of R&D are constructed employing data
on bilateral trade by commodity and industry, expressed in current dollars, re-
spectively taken from OECD International Trade by Commodities Statistics and
STAN Bilateral trade database.12

In robustness checks, we employ as control variables the average number of
schooling years, and an alternative indicator of knowledge capital based on patent
data. The former is extracted from the Barro and Lee (2000)’s data set; for the
latter, we rest on patent applications at the European Patent Office and patent
grants at the US Trademark and Patent Office, collected in OECD Main Science
and Technology Indicators and in NBER Patent Data files (Hallet al., 2001).

Finally, it remains to be said that each monetary variable has been converted
into US purchasing power parities, expressed in 2000 constant dollars; capital
stocks have been calculated from series on real expenditure (or patent counts)
through the permanent inventory method, adopting an appropriate geometric rate
of depreciation. A detailed description of the statistical sources and the method-
ology followed in building series is provided in the Data Appendix.

11This classification slightly differs from the official one adopted by OECD (2006b, Annex
A). Among IT manufacturing industries, the latter includes insulated wires (313) and scientific
instruments (332 and 333 ISIC Rev. 1) in addition to the categories 30 and 32. Among service
industries, OECD considers firms trading IT goods as wholesale of machinery, equipment and sup-
plies (5150), renting of office machinery and equipment (7123), as well as such IT intangibles as
telecommunications (642) and computer and related activities (72). These categories are excluded
from the analysis due to severe limitations in R&D data.

12OECD (2002b, 2006a and 2006c).
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4.2 Descriptive analysis

Table 2 reports the dynamics of productivity and the various types of technically-
advanced capital over the period 1980-2003, expressed as average annual percent-
ages of change. In our sample, TFP grew on average by a 1.3% per year, showing
however a remarkable variation among countries. It increased particularly fast
in Ireland and Finland that, as a consequence, reduced sizeably their technolog-
ical gap from the leading economies. By contrast, productivity has been rather
sluggish in Greece and Spain where it contributed marginally to the process of
convergence towards the income levels of the richest countries.

The cumulation of IT capital has been relatively more homogenous across
countries; on average, it amounts to a 14% annually, with the best performance
being shown by Ireland and UK (about 17%). For this indicator, the modest range
of variation is consequence of the harmonization in investment deflators imple-
mented at GGDC; indeed, to guarantee a consistent treatment to quality improve-
ment, IT expenditure has been deflated by applying the hedonic prices constructed
by the Bureau of Economic Analysis for the US, adjusted for the cross-country
difference in general inflation (see also Schreyer, 2002).

Looking at knowledge capital, it can be observed how the broadest measure
of R&D averagely expanded at a rate of 5.4% per year, while that of business
sector at a 6.6%. For both indicators, the highest rates of change are exhibited by
those countries less engaged in research activity at the beginning of the period.
Among these economies, business sector played a driving role in the knowledge-
generation process of Ireland and Finland, where BERD stock increased at a 11%
rate per year. On the other tail of the distribution, the rates of change in the stock
of business R&D have been considerably lower, except than for the US. In fact,
this country has reinforced its leadership in R&D-based innovation, especially in
the late 1990s when it outpaced the rate of knowledge cumulation registered by
the other large-sized economies. The slowest rate of growth in BERD capital is
shown by the UK, closely followed by Germany and Italy. Note that the latter
country represents then the unique case in which the rise of public R&D stock
exceeds that of business sector.

A deeper outline on the knowledge-accumulating process can be traced dis-
entangling the performance of IT firms from the rest of the market economy. On
average, R&D capital increased at a double digit rate in the former type of in-
dustry (11.6% against 5.9%), a differential which becomes considerably wider
in the US and Sweden.13 By contrast, in the UK the knowledge stock expanded

13At an industry-level, R&D expenditure has been deflated by the price index for value-added.
These series are taken from EUKLEMS where it is not implemented any harmonization for the
IT sector; it implies that only few countries employ hedonic deflators, i.e. price indexes adjusted
to control for the quality growth in IT output (Timmeret al., 2007). These methodological issues
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Table 2:Dynamics of TFP and Technically-advanced Capital, 1980-2003
(average annual percentage rates of growth)

TFP IT DRD- DRD- DRDI DRDNI FRDI FRDNI

GERD BERD
Austria 1.1 12.7 5.4 6.4 6.6 6.9 11.9 4.2
Belgium 1.4 15.6 3.0 3.5 5.1 3.8 13.4 3.1
Denmark 0.8 15.4 6.3 8.0 10.3 8.4 13.6 3.1
Finland 2.2 13.9 8.7 10.8 21.7 7.1 16.1 4.7
France 1.2 13.9 4.3 5.6 16.3 4.3 11.0 3.6
Germany 1.9 11.9 2.5 2.7 5.2 2.6 14.4 3.7
Greece 0.6 13.5 7.5 9.6 20.3 8.8 15.5 3.7
Ireland 2.7 17.2 8.1 10.9 14.9 10.3 14.8 4.5
Italy 0.7 12.4 3.2 2.8 4.5 2.9 12.1 3.7
Netherlands 0.9 15.6 2.8 3.4 8.6 2.6 11.2 2.7
Portugal 1.2 13.0 8.1 8.7 8.4 9.5 15.6 5.5
Spain 0.6 15.0 7.4 8.5 9.1 8.9 15.8 8.3
Sweden 1.2 14.5 6.6 8.2 21.0 5.3 11.7 3.2
United Kingdom 1.3 17.4 1.2 1.7 -0.6 3.1 16.3 5.0
United States 1.1 14.1 6.5 7.9 23.1 4.3 13.0 6.4

Total 1.3 14.4 5.4 6.6 11.6 5.9 13.8 4.4

NotesTFP: total factory productivity; IT: IT capital stock; DRD: domestic R&D stock; DRDI : domestic R&D of IT
industry; DRDNI : domestic R&D of non-IT industry; FRDI : foreign R&D of IT industry; FRDNI : foreign R&D of
non-IT industry. Foreign R&D is constructed using the (flows-based) LP weighting scheme.

more rapidly in the non-IT part of the economy, even though this tendency has
reverted in the last years. A specular pattern in the R&D dynamics can be found
in Germany and Italy where the research effort of IT firms was sizeable up to the
mid-1990s, since when it deteriorated sharply.14

The last two columns of Table 2 report the dynamics of foreign R&D distin-
guished by industry types; these values represent the portion of knowledge built
abroad which is potentially relevant for the productivity growth of recipient coun-
tries, being embedded in imported goods. In open economies, trade might act as
tool for offsetting the inadequate innovative effort of domestic firms, in particular
in those productions where there is an on-going process of international concen-
tration in knowledge generation (opposed to a fragmentation of manufacturing),
as in the field of information technology. As a mirror of the rise in both research
effort of IT producers and the international trade, FRDI grew faster than domestic
R&D over the last quarter of century (13.8 vs 11.6). It should be noted that, for
this indicator, the highest rate of growth is shown by the UK (16.3), i.e. the coun-
try characterized by a stagnant knowledge cumulation by IT producers. On the

will be further discussed below, and shown not to affect the outcomes of the paper. Table A.1 of
the Appendix reports the estimated level of the variables at the beginning and at the end of the
period considered.

14See Sterlacchini and Venturini (2007) for an industry-level examination on productivity ef-
fects of R&D across the major EU states and the US.
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Table 3:Correlation between TFP and Technically-Advanced Capital,
1980-2003 (5-year growth rates)

TFP IT DRD- DRD- DRDI DRDNI FRDI FRDNI

GERD BERD
TFP 1.00
IT 0.31** 1.00
DRD-GERD 0.31** 0.28** 1.00
DRD-BERD 0.29** 0.30** 0.95** 1.00
DRDI 0.18* 0.16 0.66** 0.73** 1.00
DRDNI 0.19* 0.31** 0.83** 0.87** 0.33** 1.00
FRDI -0.01 0.26** 0.05 0.096 -0.01 0.08 1.00
FRDNI 0.20* 0.39** 0.33** 0.28** 0.30** 0.19* 0.45** 1.00

Notes. TFP: total factory productivity; IT: IT capital stock; DRD: domestic R&D stock; DRDI : domestic R&D of IT
industry; DRDNI : domestic R&D of non-IT industry; FRDI : foreign R&D of IT industry; FRDNI : foreign R&D of
non-IT industry. Foreign R&D is constructed using the (flows-based) LP weighting scheme. **, * significant respectively
at 5 and 10%.

other side, the average rate of expansion in FRDNI appears remarkably slower,
and only Spain stands out for a brilliant performance.

Table 3 completes the descriptive picture showing the correlation existing be-
tween the dynamics of TFP and that of the different measures of technically-
advanced capital, based on 5-year growth rates. Long-differences seem more
appropriate when one is interested in the long-run co-variation among economic
variables; this is in line with the spirit of the cointegration analysis developed
below. From this table, it is easy to see how the productivity dynamics is signifi-
cantly correlated with the cumulation of both IT assets (0.31) and knowledge cap-
ital (0.29 for GERD and 0.31 for BERD). Separating the R&D stock between IT
and non-IT firms, and between domestic and foreign industries, we find a smaller
degree of correlation between knowledge capital and TFP. The dynamics of pro-
ductivity is statistically un-related to that of the R&D stock of foreign IT firms
(FRDI). Finally, to the aim of the paper, it is interesting to note that IT capital
results correlated with FRDI (0.26) but not with DRDI .

5 Empirical results

Productivity spillovers within a closed-economy framework (Model 1)

This section starts by showing the estimation of equation 1. Along with the es-
timated elasticities, Table 4 reports on the right the value of the panel unit roots
test (CIPS), that of panel cointegration tests on the bottom (V Rg andV Rp). The
former checks that all the panel units are non-stationary, and diverges towards a
negative infinite under the alternative hypothesis. The latter tests assume the null
hypothesis that there is no cointegration among variables, and are distributed as a
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negative, one-sided standard normal.
Initially, productivity is regressed on IT capital and the total economy mea-

sure of R&D (column i), whose elasticities are found to amount respectively to
0.063 and 0.107.15 The latter coefficient stands in the range of values found in
earlier works (see Table 1), while the former turns out to be more conservative
than the average elasticity estimated by Ketteniet al. (2007), 0.22, investigating
the complementary (non-linear) effects of IT and human capital on productivity.

Regression (ii) shows that business sector is the unique source of R&D spillovers
for industrialized countries (0.118), being public research not significant. A con-
sistent evidence has been provided by Park (1995). The result for PRD might
depend on a compensation between the effects of research activity of higher ed-
ucation sector and that of government agencies. When public research is left out
(column iii), business R&D soars up to 0.128, while IT capital falls to 0.047. Ev-
idently, regression (iii) indicates that both types of technically-advanced capital
are featured by excess of returns.16 The estimated elasticity of TFP to business
R&D gauges the social returns of knowledge-generating processes, i.e. inter-firm
and inter-industry externalities (rent and knowledge spillovers). The coefficient of
IT capital most probably captures the networking effects associated to the usage
of this assets’ types, as well as the spillovers enabled by a more rapid circulation
of knowledge and a better information management.

As surveyed above, the growth impact of technically-advanced capital is usu-
ally enhanced by the upgrading of workforce’s skills and level of education. Both
R&D and IT capital are correlated with human capital, implying that the elastici-
ties so far estimated may take the effect of such an omitted factor. To control for
this issue, we add the average number of schooling years to equation (1). Regres-
sion (iv) shows that human capital is far from being significant; nonetheless, its
inclusion causes the coefficient of IT capital to lower (0.023), and that of business
R&D to increase (0.192).

In column (v), the amount of hours worked is used as explanatory variable to
exclude any bias related to the presence of increasing returns to scale. Indeed,
TFP is computed assuming perfectly competitive markets and constant returns to
scale; if the latter assumption is violated, the Solow’s residual overstates the true
level of technical progress. As a consequence, in our productivity regression, the
coefficient of R&D or IT capital could be inflated by increasing returns, rather
than reflecting the presence of genuine technological spillovers.17 This possibility

15In the regression analysis, one-year lags and leads of the regressors’ first-differences are in-
serted into the log-level specification.

16It should be reminded that the directed contribution given by each factor to economic growth
is already incorporated in output volume: IT capital as separate input, while R&D expenses being
included in capital and labour costs.

17Consider the definition of thetrue TFP expressed in terms of growth rates:g∗z = gY −
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Table 4: Estimation of productivity spillovers in a closed economy
(i) (ii) (iii) (iv) (vi) (vi) (vii) CIPS

TFP (dep.) -0.27

IT 0.063∗∗ 0.060∗∗ 0.047∗∗ 0.023∗∗ 0.069∗∗ 0.051∗∗ 0.050∗∗ -0.91

(0.012) (0.011) (0.014) (0.010) (0.012) (0.008) (0.012)
DRD-GERD 0.107∗∗ -1.04

(0.034)
DRD-PRD -0.005 0.22

(0.041)
DRD-BERD 0.118∗∗ 0.128∗∗ 0.192∗∗ 0.088∗∗ 0.161∗∗ 0.101∗∗ 0.10

(0.048) (0.041) (0.024) (0.020) (0.030) (0.035)
Education -0.043 -0.61

(0.101)
Hours worked -0.224∗∗ -1.42

(0.097)
Patentsepo -0.019 -2.70∗∗

(0.025)
Patentsuspto 0.021 -2.11

(0.036)
V Rg -2.58∗∗ -2.25∗∗ -2.64∗∗ -2.11∗∗ -1.93∗∗ -2.14∗∗ -2.37∗∗

V Rp -1.89∗∗ -1.50∗ -2.02∗∗ -1.30 -1.31 -1.23 -1.44∗

Notes: All variables are expressed in log-levels. Any specification includes a country fixed-effect and common time dummies. Standard errors based on Andrews
and Monahan’s pre-whitening method in parentheses. TFP: total factory productivity; IT: IT capital stock; DRD: domestic R&D stock; Patentsepo: stock of
patents applied at EPO; Patentsuspto: stock of patents granted at USPTO.CIPS 5% critical value: -2.25; 10% critical value: -2.14.V Rg andV Rp 5%
critical value: -1.64; 10% critical value: -1.32. **, * significant respectively at 5 and 10%.

is however ruled out by the the fact that labour elasticity is negative, suggesting
the presence of decreasing returns to scale; in this case, the elasticity of IT capital
rises up to 0.069, while that of R&D falls down to 0.088.

As further check on the joint significance of both forms of technically-advanced
assets, we insert the stock of patents into equation (1). It is well-known that R&D
expenditure is only an input of the knowledge-generating process, turning out to
be an imperfect measure of innovation that is relevant for the economic growth.
This kind of mis-measurement could lead the coefficient of IT capital to be up-
ward biased. In column (vi), we use the cumulative value of patent applications
at the European Patents Office. Probably, it is the most exhaustive indicator for
the output of innovative processes occurred in the European Union over the pe-
riod considered. Though, it should be kept in mind that only a fraction of patent
applications are accepted at the end of examination process (about 60%), as most
of them fail to satisfy the elementary requisites for granting (i.e. novelty and orig-
inality). As a consequence, the EPO indicator might not be a powerful control

αgK − βgH , whereα andβ are thetrue factor elasticities. On the other side, the neoclassic
measure of TFP employed here is given bygm

z = gY − αgK − (1 − α)gH , or equivalently
gm

z = g∗z − (1 − α − β)gH . As a consequence, the validity of the constant returns’ assumption
can be inferred by regressing TFP on labour input, along with on other correlates.
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for our robustness’ checks. Regression (vii) attempts to fill this lack by employ-
ing the stock of patent grants at the US Patent and Trade Office. This measure
is likely to understate the extent of the commercially-exploitable ideas developed
in Europe; on the other side, there is reason to believe that EU firms apply in the
United States the most relevant inventions, especially in the high-tech fields be-
cause of the prominence of the US market. As shown by regressions (vi) and (vii),
both measures of cumulative patents turn out to be insignificant when inserted into
equation (1). Whereas the magnitude of IT coefficient remains stable across the
two specifications, the elasticity of business R&D rises up to 0.161 when using
EPO data, but falls to 0.101 with USPTO patents.

It should be finally noted that the auxiliary tests reported at the margins of
Table 4 provide sufficient guarantee about the cointegration between productivity
and technically-advanced assets. The hypothesis of non-stationarity is not ac-
cepted only for EPO patent and, accordingly, theV Rp statistics largely fails to
reject the null hypothesis of no contegration for regression (vi).18 The most robust
indication in favor of the existence of a stationary long-run relation is found for
the specification based on IT capital and business R&D as explanatory variables
(column iii).

Productivity spillovers in a closed economy: the role of IT specialisation
(Model 2)

Now, the focus of the analysis is shifted on the role of industry specialization in IT
productions for long-run productivity growth. This issue appears interesting for
two reasons. First, it econometrically integrates the body of growth accounts’ lit-
erature on the contribution given by bothproductionandusageof IT goods to the
resurgence recently experienced by most countries (Jorgenson, 2005). Further-
more, following earlier works on R&D spillovers, it puts emphasis on the sector
showing the highest rate in innovation fertility, and that is claimed to deliver huge
welfare gains to modern knowledge societies.

For comparative aims, Table 5 displays in column (i) the key result found
above. In column (ii), we separate the productivity effects of business R&D into
spillovers related to the research effort of IT sector and those imputable to the
rest of the market economy (0.037 and 0.120). It should be first noted that the
sum of these coefficients exceeds the elasticity estimated for total business R&D
in regression (i), 0.128. Meanwhile, there is a marked reduction in the elasticity
of IT capital, that now is significant only at a 10%. This indicates that the TFP-
enhancing effects of IT investment are likely to be overstated when one does not

18The fact thatV Rg always indicates the presence of cointegration in data, whileV Rp falling
at the extreme of the significance’s region, suggests that heterogeneity is highly concentrated in
few countries.
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Table 5.Estimation of spillovers in a closed economy: the role of IT specialisation

(i) (ii) (iii) a (iv)b (v) (vi)c CIPS

TFP (dep.) -0.27

IT 0.047∗∗ 0.021∗ 0.045∗∗ 0.097∗∗ 0.025∗∗ 0.061∗∗ -0.91

(0.014) (0.012) (0.004) (0.034) (0.008) (0.006)
DRD-BERD 0.128∗∗ 0.10

(0.041)
DRDI 0.037∗∗ 0.003 0.038∗ 0.020∗∗ 0.025∗∗ -0.37

(0.009) (0.005) (0.023) (0.008) (0.010)
DRDNI 0.120∗∗ 0.133∗∗ 0.156∗∗ 0.101∗∗ 0.118∗∗ -1.37

(0.025) (0.012) (0.031) (0.023) (0.014)
PatentsIepo 0.025∗∗ -1.54

(0.011)
PatentsIuspto -0.029 -0.95

(0.015)
V Rg -2.64∗∗ -2.30∗∗ -2.05∗∗ -2.17∗∗ -2.66∗∗ -2.55∗∗

V Rp -2.02∗∗ -1.33∗ -1.21 -1.52∗∗ -1.54∗ -1.47∗

Notes: All variables are expressed in log-levels. Any specification includes a country fixed-effect and common time dummies. Standard errors based on Andrews
and Monahan’s pre-whitening method in parentheses. a) includes computer services and related among IT producers. b) uses variables built on non-hedonic
deflators. c) refers to the period 1980-2002. DRD: domestic R&D stock. TFP: total factory productivity; IT: IT capital stock. DRDI : domestic R&D stock of IT
industry; DRDNI : domestic R&D stock of non-IT industry; PatentsI

epo: patent stock applied at EPO by IT industry; PatentsI
epo: patent stock granted at

USPTO by IT industry. CIPS tests checks the null hypothesis that all series are non-stationary,V Rp that there is no cointegration for all panel individuals, while
V Rg that it occurs for only a positive fraction.CIPS 5% critical value: -2.25; 10% critical value: -2.14.V Rg andV Rp 5% critical value: -1.64; 10%
critical value: -1.32. **, * significant respectively at 5 and 10%.

explicitly consider the knowledge spillovers associated to the domestic production
of these technologies. This might simply occur as IT firms are the most intensively
users of computing equipment. Alternatively, it may depend on the high level of
data aggregation, leading the positive spillovers produced by few industries to be
obscured by the negative effects exerted by the other ones. Whereas reducing
the extent of IT capital as driver of productivity, regression (ii) highlights the
prominence of the knowledge base of IT producers, found to account for about
one quarter of total R&D spillovers. This figure exceeds the share of IT sector on
BERD expenses (about 20%) and appears highly valuable in light of the fact that
this industry accounts only for between 1 and 3% of business-sector employment
(or value added).

In column (iii), we use a wider definition of IT industry, which now includes
computer services and related as well (cat. 72, ISIC Rev. 1). This sector has
expanded exponentially during the last decade, and in terms of research effort
has overcome IT manufactures in most countries. The productivity effects of IT
production found in column (ii) might then be downsized as we did not take ex-
plicitly account of the spillovers associated to the production of such intangibles;
potentially, this can induce the coefficient of IT capital to be inflated. On the
other side, these additional series have the drawback of presenting many missing
values for the 1980s; such data have been estimated by the interpolation method
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described in the Appendix. Using the new industry classification, we find elas-
ticities profoundly different from earlier results. On one hand, knowledge stock
of IT industry turns out to be insignificant, whereas the R&D elasticity of non-IT
industry rises only marginally (0.133). On the other hand, the elasticity of TFP
to IT capital doubles, passing to 0.045 from 0.021 of column (ii).19 Rigorously,
this finding should be interpreted as indicating that the knowledge spillovers of
IT industry are associated to the production of hardware rather than software. As
the research effect of the latter kind of producers has intensified only recently, the
related benefits are far from materializing, even though this does not preclude that
it might occur in the near future. Yet, in light of the heavy interpolation needed
to re-construct R&D series for computer services industry, this finding is more
likely to depend on noise in data, that attenuates towards zero the coefficient of
DRDI .20 Because of these issues, the analysis will be carried out employing the
narrow definition of IT industry, based on office machinery and communication
equipment.

Another concern with IT, intended either as investment goods or industry out-
put, is the measurement of its quality improvement over time.21 As explained
above, the constant-price value of IT investment has been calculated by apply-
ing the harmonized indexes developed by GGDC on the basis of the US hedonic
prices. On the other side, real R&D expenditure has been calculated using the
original deflators for value-added. For IT industry, only a handful of countries
employs hedonic methods to allow for the improvement in output quality, while
the majority still hinges on matching models. This artificially creates a disparity
in the dynamics of research expenses. At the same time, cross-country differ-
ences in quality treatment of IT assets and knowledge capital of IT producers may
be source of a further distortion in estimation. In order to understand the rele-
vance of such methodological issues, we re-estimate model 2 using a measure of
the explanatory variables built on quality-unadjusted deflators.22 In doing so, the
magnitude of factor elasticities is found to be consistent with earlier figures, ex-
pect for IT capital that now exhibits a coefficient of 0.097. Roughly, this outcome
stresses the importance of adopting harmonised techniques to properly evaluate
the returns of this kind of assets.

19The value of CIPS statistics for the variables employed in regression (iii) amounts to -1.06 for
DRDI , and -1.04 DRDNI .

20Albeit cointegration techniques are less sensitive to error measurements, the latter may still
affect the estimation of factor elasticities with relatively short time-series at hand.

21See OECD (2004) for technicalities.
22IT investment has been deflated by means of the price index for non-IT investment, R&D

expenditure of IT industry through the value-added deflator of the non-IT part of the market econ-
omy. TFP series have also been re-calculated using the new (unadjusted) series of IT capital. For
TFP, the value of CIPS is -0.02, for IT capital -1.52, and -0.73 for DRDI .

21



The last two regressions of Table 5 assess the extent to which the previous
estimates are affected by the input-based nature of the innovation indicator (R&D
expenses). To this aim, we introduce into equation (2) the ideas’ stock patented by
IT industry. This variable should guarantee a considerably finer check to exclude
that the coefficient of IT capital does capture the unmeasured innovation output
of IT producers. Using EPO applications, there is evidence that the R&D stock
may not be exhaustive for assessing productivity spillovers of IT-related inven-
tions, as the control variable turns out to be significant (0.025). In this case, the
elasticity of TFP to the knowledge stock of IT producers halves (from 0.037 to
0.020), while the coefficient of IT capital remains unchanged. These outcomes
are only partially confirmed employing USPTO data. Indeed, whereas the R&D
elasticities lie sufficiently close to the values of column (v), now the stock of IT
patents is not significant, while the coefficient of IT capital soars up to 0.061. This
evidence confirms the robustness of IT capital and R&D expenditure as drivers of
productivity.

Productivity spillovers within an open-economy framework (Model 3)

This section takes account of imported technology spillovers. The estimates of
equation (3) are displayed in Table 6 where, as reference, we also report in column
(i) the elasticities of the closed-economy specification. The measure of foreign
R&D based on the usual LP weighting scheme is employed in regressions (ii)
through (v). The two subsequent sections adopt instead the trade-related shares
constructed on the three-year moving average of output and exports’ flows, and
on the stocks-based variant of the LP method. In any set of regressions, we first
introduce the foreign stock of total business R&D to draw a comparison with
the reference literature on international technology spillovers. In a second step,
we add separately to the basic specification the foreign knowledge of the two
industries’ types in order to check whether these internal sources of spillovers
are picking up the effect of R&D carried out abroad. Finally, the last regression
of each section restricts on correlates found to spur productivity in this open-
economy framework.

Using the traditional weights (FRDF ), the inclusion of business-sector stock
of foreign knowledge lowers the magnitude of domestic R&D elasticities (col-
umn ii). R&D investment turns out to be highly rewarding for the most advanced
countries, even though the related gains are reduced by trade as acting as channel
for knowledge diffusion. From the comparison with column (i) it emerges that
failing to take account of the external benefits leads the coefficients of domestic
R&D to be overstated. On the other side, the elasticity of IT capital is larger and
strongly more significant than in the closed-economy specification. Compared to
existing evidence, the knowledge spillovers of foreign R&D appear rather modest
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in size, and only weakly significant. A problem with this variable is that it is not
non-stationary for all countries, as indicated by the CIPS test. This may explain
why the value of the cointegration tests is substantially higher for regression (ii)
than in the previous estimates, and now the null hypothesis of no cointegration
is not rejected by the VRp statistics. The next two regressions will demonstrate
how the main factor behind the modest elasticity of foreign R&D is the diverging
impact exerted by IT producers with respect to non-IT firms (columns iii and iv).

In column (iii), we insert the trade-weighted value of R&D cumulated abroad
by the IT industry. There is a sizeable increase in the factor elasticities with respect
to column (i), in particular for IT capital. It occurs as the coefficient of FRDI has
a negative sign (-0.056), probably reflecting the competition effect associated to
the import penetration of IT goods: the less a country produces information tech-
nology by its own (and accordingly the more purchases from abroad), the more
the related benefits are eroded by the competing economies. At an industry-level,
this phenomenon has been investigated by Bitzer and Geishecker (2006) within a
more general context. Regression (iii) suggests that maintaining a minimum level
of specialization in IT productions is essential to compete on the international
market, as the knowledge base underlying these activities is not easily transfer-
able or imitable. Dynamic economies of scale in research activity may then be
the driving force behind the on-going process of concentration in IT sector. What
seems particularly interesting is that the same does not occur for the non-IT sector.
Indeed, when used as explanatory variable (column iv), the foreign knowledge of
this type of firms exhibits a positive elasticity (0.087), while the domestic R&D
coefficient loses significance at all.

As a final step, we report in column (v) the parsimonious version of model
3 focused on the drivers of productivity. It points out how the R&D base of the
IT producing industry and the total-economy endowment of IT assets are the sole
enablers of internal spillovers. Trade instead is effective for disseminating the
knowledge created in relatively less advanced productions, neutralizing thus the
effort of domestic firms; in line with existing evidence,23 international technology
spillovers arise as a key determinant of a nation’s productivity, more than any
internal factor.

Next, we turn to assess the sensitivity of elasticities to imports’ volatility. As
discussed in Section 3, temporary changes in trade figures may raise noise in for-
eign R&D series, undermining the consistency of slope parameters. Nonetheless,
we obtain similar findings using the smoothed LP weights (columns vi-ix).

23See in particular Lumenga-Nesoet al. (2005), Lee (2006) and Bottazzi and Peri (2007).
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The main discrepancy can be identified in the insignificance of the DRDNI in
regression (vi); this outcome is likely to depend on the high explanatory power
shown by FRD, which now results consistent with earlier estimates (0.108). On
the other side, the negative (trade-related) impact exerted by the research effort
of foreign IT firms is strongly confirmed (-0.064), and finally the findings of the
restricted model lie close to the values obtained using the usual LP weights (see
respectively columns ix and v). A clear advantage of this weighting scheme is
of providing non-stationary series for any indicator of external R&D;24 as a con-
sequence, one can safely conclude that the relation expressed by equation (3) is
cointegrated.

As a last step, the open-economy framework is re-estimated employing the
LP procedure based on stock variables, as suggested by Madsen (2007).25 As ar-
gued above, this scheme should be particularly robust to trade volatility, and more
accurately capture the (slow) learning process of foreign knowledge by domestic
firms. These estimates however turn out to be perfectly lined up to those of the
two previous sets of regressions, with a relevant exception. In column (xi), neither
IT capital nor the knowledge stock embodied in IT imports are significant; it in-
dicates that such factors may be capturing the same effect on productivity, i.e. the
spillovers of R&D carried out abroad by IT producers and which are assimilated
by the recipient countries through trade. This would corroborate the hypothesis
of the embodied nature of technical progress. Though, it is easy to demonstrate
how this finding is ascribable to a distortion inherent the stocks-based variant of
the LP method, which is related to the formula followed to estimate the initial
level of the stocks.26 To this end, it should be reminded that the shares underlying
the construction of FRDF and FRDS should virtually coincide when the depreci-
ation rate adopted to capitalize the flow variables approaches to the unity (δ; see
Section 3.1). As a consequence, using a measure of FRDS based on increasingly
higher values ofδ should produce estimates coming closer to the elasticities ob-
tained with the usual LP weights. Nevertheless, in doing so, we find a positive
coefficient for FRDI,S, whose size tends to rise asδ converges to the unity; by
contrast, the elasticity of IT capital is negative and decreasing with respect toδ.27

In presence of relatively short and volatile series, the method proposed Madsen
(2007) appears inadequate, as the error done in estimating the initial stocks hardly
disappears with the elapsing of time, with heavy consequences on regression re-
sults.

24The value of CIPS test for the measures of foreign knowledge employed in regressions (vi)-
(ix) is of -0.81 for FRD, -0.82 for FRDI , and -0.95 for FRDNI .

25The value of CIPS test for the measures of foreign knowledge employed in regressions (x)-
(xiii) is of -1.48 for FRD, -0.87 for FRDI , -3.06∗∗ for FRDNI .

26K0 = I0/(g + δ). See the Appendix for methodological details.
27Such additional regressions are not reported but available upon request from the author.
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6 Concluding Remarks

This paper has examined the role played by both IT and R&D on the economic
growth of the modern knowledge-based societies. The aim was of understanding
whether these factors engender separate productivity spillovers, or merely embody
the two opposite sides of the same coin, i.e. the benefits produced by the R&D-
led advances achieved in the field of information technology. In this sense, the
work relates to the rich strand of studies investigating the incorporated nature of
technical change.

We have reported robust evidence indicating that both factors deliver sizeable
benefits at an economy-wide level. TFP is found to be significantly influenced
by investment in either IT capital or research activity. The knowledge-cumulating
process of IT producing industry turns out to be particularly effective in boosting
productivity, accounting for one quarter of internal R&D spillovers. As a whole,
these findings stress the prominence of both IT investment and IT production for
a nation’s productivity, as well as for its ability to compete on the global mar-
ket. Indeed, when we extend the regression framework to including international
trade, there emerges a negative competition effect related to the import penetration
of IT goods. The type of knowledge underlying such productions seems hardly
transferable abroad; it implies that, to benefit from this form of technical progress,
each country should develop the necessary competencies by its own. This sharply
contrasts with the evidence found for less technically-advanced productions, for
which trade is confirmed to be a valid channel to diffuse knowledge.

Summing-up, investing in IT assets is highly recommendable to stimulate eco-
nomic growth as delivering gains distinct from those of R&D activity, probably
related to network externalities and specific knowledge spillovers. Though, this
strategy might not be sufficient to offset a country’s low specialization in the field
of IT productions. Hence, in the current technological age, extraordinary efforts
should be conducted by any modern economy to retain some competitive advan-
tage in the IT sector (even though limited to very small segments) in order to
ensure steadily positive prospects of development and well-being.
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Appendix: Sources and Methodology
Assuming perfectly competitive markets and constant returns to scale, TFP is calculated as the
residual growth of output over the income share-weighted growth of factor inputs, using the Torn-
qvist index formula (individual subscripts omitted):

∆ lnTFPt = ∆ lnYt − sH
t ∆ lnHt − (1− sH

t − sI
t )∆ lnKNI

t − (1− sH
t − sNI

t )∆ lnKI
t ,

wheres is a two-year average of each input’s share on GDP. TFP is indexed to 100 in 2000. Real
GDP excludes actual and imputed rents for housing (Y ). Non-IT capital includes detailed series on
non-IT equipment, transport equipment and non-residential buildings (KNI ). IT capital collects
expenditure on computers and other office machinery, communication equipment and software
(KI ). H are hours worked. National Accounts series comes from theGroningen Growth and
Development Centre Total Economy Growth Accounting Database.28

Each monetary variable has been deflated by means of a country-specific price index, and
then converted into US GDP Power Purchasing Parities, expressed in constant dollars of 2000.
Price indexes used to deflate National Accounts series are taken from GGDC; for IT investment,
such deflators are harmonized on US hedonic series, in order to guarantee a consistent treatment
of quality growth in computing equipment. Industry series of value-added deflators are extracted
from EUKLEMS database29 and employed to convert into a constant-prices base R&D expendi-
ture. For GERD, real expenses are obtained aggregating up the industry series (DRDI , DRDNI

and PRD) employing the Tornqvist index formula.

R&D expenditure, expressed in current prices, come fromOECD Main Science and Tech-
nology Indicators andOECD ANBERD Rev. 2. Missing values have been calculated interpolat-
ing geometrically the industry share on GERD (or BERD); the percentages of 1980 are estimated
backwardly from the values of 1981 using the average annual rate of change relative to the period
1981-91.

In order to preserve a coherent industry classification among the various data sources em-
ployed, IT (manufacturing) sector is defined as the sum of office machinery and communication
equipment (category 30 and 32, ISIC rev.1). This classification slightly differs from the official
one adopted by OECD (2006b, Annex A); among IT manufacturers, the latter also collects insu-
lated wires (313) and scientific instruments (332 and 333), as well as service industries trading
IT goods as wholesale of machinery, equipment and supplies (5150), renting of office machinery
and equipment (7123), and IT intangibles sectors like telecommunications (642) and computer
services and related activities (72).

Patent applications at European Patent Office and patent grants at the US Patent and Trade Of-
fice are derived fromOECD Main Science and Technology Indicators. For IT sector, USPTO
data are taken by NBER Patent files, which are available in STATA format at the Bronwyn Hall’s
homepage (release October 2006). Following the SIC concordance table, IT patents have been
defined as those granted to the OTAF category n. 357 (Office computing and accounting ma-
chines) and n. 365-367 (Communication equipment and electronic components), covering the
period 1980-2002. See Hallet al. (2001) for details.

28www.ggdc.net; release July 2005.
29www.euklems.net, release March, 2007.
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Each capital stock,Sλ, has been obtained from the series of real investment or patent counts,
Iλ, by means of the permanent inventory method and geometric depreciation:

Sλ
t = Iλ

t (1− δλ) + Iλ
t−1, Sλ

1980 = Iλ
1980/(gλ + δλ).

gλ is the average annual growth rate of real investment over the period 1980-2003.δλ is an asset-
specific depreciation rate, assumed constant over time and across countries. It is fixed to 0.15 for
R&D and patent stocks. Following van Arket al. (2002),δ amounts to 0.028 for structures, 0.191
for transport equipment, 0.132 for non-IT equipment, 0.315 for software, and 0.115 for TLC equip-
ment. By contrast, it is assumed to variable for Office Machinery, ranging from 0.222 to 0.312; it
reflects the rising weight in this category of computing equipment, which is featured by a faster
physical deterioration (δ = 0.315) compared to the other types of IT assets (printers, photocopiers
terminals, etc.). Finally, capital series are adjusted to mid-year values,Kt = (St + St−1)/2, and
for the R&D stock they are also one-period lagged.

Bilateral imports by industry come fromOECD STAN Bilateral Trade Database 1988-
2003; for the period 1980-1988, trade figures are available by commodity, and are taken from
OECD Historical Statistics on International Trade by Commodities. Both series are expressed
in current US dollars. The concordance between the commodity and industry classifications (re-
spectively SIT Rev. 2 and ISIC. Rev. 1) has been implemented through the Eurostat correspon-
dence tables.30 The following commodities have been attributed to the IT industry: cat. 75 and
72655 to Office machinery (cat. 30 ISIC Rev. 1); categories 76 less 76483, 7722, 7723, 776 and
7786 to Communication equipment (cat. 32 ISIC Rev. 1).

The average annual of schooling for people aged 25 and over, available at five year intervals,

are extracted fromBarro and Lee (2000)’s data set. As in Engelbrecht (1997), intermediate years

have been geometrically interpolated, while the levels of 2001-03 have been estimated using the

rate of change relative to the period 1995-2000.

30http://ec.europa.eu/eurostat/ramon/relations/.

33



Table A1: Estimated levels of TFP and technically-advanced capital
TFP IT DRD- DRD- DRDI DRDNI FRDI FRDNI

GERD BERD
Austria 1980 78.0 1,419 6,694 3,370 857 2,493 734 2,180

2003 100.5 26,647 25,464 16,185 3,909 12,269 11,395 5,696
Belgium 1980 72.7 1,070 13,785 8,677 989 7,672 1,037 6,787

2003 100.3 38,824 30,501 21,524 3,194 18,371 22,845 13,755
Denmark 1980 82.3 585 4,092 1,776 79 1,726 492 1,679

2003 98.9 20,205 19,514 12,709 837 11,905 11,206 3,422
Finland 1980 63.1 850 2,786 1,172 49 1,764 260 876

2003 105.7 20,634 23,286 15,864 7,275 9,045 10,454 2,588
France 1980 76.3 5,246 70,036 31,272 441 42,539 3,755 9,226

2003 101.0 129,363 208,114 128,006 18,762 113,300 47,567 21,245
Germany 1980 66.4 13,951 159,771 104,021 8,567 102,389 3,265 10,456

2003 102.4 215,819 308,114 212,262 28,237 184,421 89,502 24,384
Greece 1980 92.9 933 1,088 176 4 191 151 833

2003 106.5 20,908 7,071 1,837 409 1,431 5,371 1,942
Ireland 1980 55.0 134 946 335 48 308 482 1,214

2003 102.1 7,068 6,873 4,762 1,450 3,299 14,346 3,425
Italy 1980 81.4 10,126 42,409 23,434 3,299 20,548 2,314 6,312

2003 96.6 174,739 98,292 49,825 9,389 40,483 37,123 14,714
Netherlands 1980 81.3 1,208 23,955 11,307 877 11,777 2,274 7,326

2003 99.7 43,244 49,715 27,317 6,370 21,237 29,631 13,532
Portugal 1980 75.2 830 1,015 243 31 207 229 655

2003 98.8 16,630 7,483 2,044 210 1,825 8,237 2,344
Spain 1980 84.0 2,575 7,350 2,922 270 2,742 750 1,779

2003 96.0 80,340 44,865 23,388 2,198 21,174 28,622 11,946
Sweden 1980 79.2 1,375 9,477 4,698 57 8,792 849 2,297

2003 105.3 38,211 48,095 34,854 7,228 29,977 12,388 4,821
United Kingdom 1980 76.7 3,527 119,375 69,978 11,249 49,594 1,436 6,377

2003 104.6 193,220 172,293 111,621 9,795 101,428 61,119 20,080
United States 1980 82.0 68,774 283,490 143,289 747 338,025 1,526 4,628

2003 105.3 1,781,667 1,429,904 1,006,101 151,897 906,959 30,565 19,950

Notes: Own calculation on OECD Main Science Technology Indicators and GGDC Total Economy Growth Accounting
Database. TFP is indexed to 100 in 2000. Monetary variables are expressed in US constant dollars of 2000, converted into
GDP power purchasing parities.
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