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1 Introduction 

This book establishes facts about business cycle synchronisation and convergence 
in the euro area and beyond as well as examines determinants of cyclical correla-
tion. The identification of factors that are robustly linked to business cycle syn-
chronisation and that are amenable to economic intervention may improve the 
formulation of policies that foster cyclical convergence. Synchronicity of business 
cycles is often regarded as an important prerequisite for a well-functioning com-
mon currency. In the absence of a certain degree of synchronicity, a common 
monetary policy may not satisfy the needs of all member countries and may even 
contribute to cyclical divergence. The extent of business cycle convergence in a 
monetary union is determined by a number of factors, including the degree of 
symmetry between macroeconomic shocks, transmission channels and institution-
al features – including fiscal policy – as well as the level of economic integration 
between member countries. All of these aspects play an important role in optimal 
currency area (OCA) theory, which seeks to determine the costs and benefits of a 
common currency and which received a great deal of attention in the discussion 
about the introduction of the euro. According to the seminal work by Mundell 
(1963) and the subsequent rich literature on OCA theory, the benefits of a curren-
cy union outweigh the cost of a foregone independent monetary policy if (i) the 
countries share similar business cycles, (ii) labour mobility across the region is 
high, (iii) the economies are open with capital mobility and price and wage flexi-
bility across and region, and (iv) a risk-sharing system such as an automatic fiscal 
transfer mechanism is in place. The financial and economic crisis of 2008/09 has 
indicated that the traditional OCA indicators pay too little attention to financial 
markets. After the collapse of the US investment bank Lehman Brothers in Sep-
tember 2008, the inter-bank money market dried up completely as commercial 
banks lost confidence in the solvency of their counterparties. As a result, non-
financial corporations had problems obtaining financing. These financial problems 
were a main reason for the drastic decline in world trade as well as the sharp re-
cession that struck industrialised nations and many emerging markets almost sim-
ultaneously. In this way, tight financial market linkages and disruptions contribut-
ed significantly to a synchronous economic downturn. Thus, an analysis of 
financial markets is important for the investigation and understanding of business 
cycle synchronisation. 

A common monetary policy may even contribute to a de-coupling of business 
cycles, as the experience of some countries at the periphery of the euro area 
(Greece, Spain, Portugal and also Ireland) has shown. Particularly the southern eu-
ro area countries experienced a significant drop in their interest rates after the 
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founding of the euro area. At the same time, wage-induced inflation was high in 
these countries, leading to low or even negative real interest rates. These low in-
terest rates contributed to rising domestic demand and further wage increases. As 
a consequence, the international competitiveness of these countries deteriorated 
markedly, resulting in rising current account deficits. On the other hand, core euro 
area countries with lower internal demand and wage pressures gained international 
competitiveness, and the current account of these countries improved considera-
bly. Hence, the common monetary policy contributed to the build-up of external 
imbalances within the euro area, making a long-lasting and for some countries 
painful adjustment process necessary. 

The second chapter of this book provides a summary of the latest findings in 
the empirical literature in order to address the key objectives of the study. Section 
2 summarises the recent literature on business cycle synchronisation and conver-
gence, which can be subdivided into several groups: studies that investigate these 
issues with a particular focus on the euro area and the New Member States (sub-
section 2.1.1), studies that look at the cyclical conformity between the G7 and 
OECD countries (sub-section 2.1.2), and literature that compares the develop-
ments within the euro area with the global business cycle (sub-section 2.1.3). This 
is followed by a review of papers and reports that identify clusters of countries for 
which cyclical similarity is particularly pronounced (sub-section 2.1.4) as well as 
a summary of the findings for regional business cycle cohesion between US states 
and between Canadian provinces (sub-section 2.1.5). In sub-section 2.1.6, the role 
of idiosyncratic and common shocks as well as the role of shock propagation 
mechanisms are assessed by a review of the relevant literature. If there is risk 
sharing, i.e. if there are inter-state fiscal and market institutions that help smooth 
income between states and countries, a looser connection between individual 
countries’ cycles may be less problematic since such equalisation mechanisms can 
partly substitute for the loss of an independent national monetary policy when it 
comes to stabilising asymmetric shocks and asymmetric business cycle fluctua-
tions within a monetary union. Therefore, the latest findings regarding the degree 
of risk sharing between the Member States of the euro area and between US states 
are summarised in sub-section 2.1.7. 

Section 2.2 reviews the literature dealing with the determinants of business cy-
cle synchronisation and convergence. We first provide a detailed overview of re-
cent studies and their main findings; the different approaches considered are then 
delineated. More specifically, sub-sections 2.2.1 to 2.2.6 examine determinants of 
business cycle synchronisation such as trade integration, membership in currency 
unions, monetary integration, fiscal policy, sectorial structure and financial market 
integration. This literature survey provides an overview of the existing evidence 
and serves as a guide for the empirical analysis that is conducted in chapter 1. 

The remaining chapters of the book deal with empirical examinations. Chapter 
1 starts off with addressing and discussing key methodological concepts for esti-
mating business cycles, their similarity and convergence. The business cycle itself 
cannot be observed; assumptions therefore have to be made about its characteris-
tics in order to estimate it. Section 3.1 presents and discusses several methods for 
disentangling the cycle and trend from observed data. In this section, we demon-
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strate how one’s view of the business cycle and its synchronicity depends on the 
methodology chosen (section 3.2). Furthermore, we discuss how convergence may 
be assessed by means of statistical measures and tests, allowing us to draw conclu-
sions regarding the significance of the obtained findings (section 3.3). Then, a set 
of stylised facts concerning the characteristics of business cycles and synchronisa-
tion in the euro area and elsewhere are presented (sections 3.4 and 3.5). This part 
of the book also provides a descriptive overview on the question of whether con-
vergence or divergence patterns between the euro area countries changed after the 
introduction of the euro. In addition, we take a look at the degree of business cycle 
synchronisation between other countries and the euro area average. The analysis is 
complemented by a frequency domain approach which allows us to characterise 
coherence, dynamic correlation and the lead and lag relationship between the 
business cycles of the euro area on the one hand and the US, UK and Japan on the 
other (section 3.6). In this part of the book, the main focus lies on convergence 
with respect to the cyclical component of output. However, both real and nominal 
convergence is needed for a common monetary policy to be efficient for all partic-
ipants. For this purpose, section 3.7 looks beyond output gaps by also analysing 
convergence of budget balances, inflation rates and real long-term interest rates. 
Next, with the aid of a cluster analysis, groups of euro area and OECD countries 
sharing common business cycles are identified (section 3.8). In section 3.9, busi-
ness cycle similarities between the US states are studied so as to facilitate a con-
clusive comparison between the euro area and the US, a mature currency union 
that is characterised by a larger amount of risk sharing through financial markets 
and federal fiscal instruments. Finally, in chapter 3.10 some conclusions are 
drawn. 

The empirical work in chapter 4 is devoted to two aspects which have not re-
ceived much attention in the literature so far: first, the significance of financial 
market integration and second, the influence of structural reforms and institutional 
determinants of business cycle synchronisation. The close financial links between 
European economies can be seen as a channel for the transmission of shocks be-
tween countries. Financial market integration thus functions as a catalyser for 
shocks. However, the integration of international financial markets also helps to 
insulate the domestic economy to a certain degree against idiosyncratic shocks and 
also facilitates specialisation. An analysis of the overall impact of these counter-
vailing partial effects is the focus of section 4.1. Structural reforms may serve to 
increase flexibility and thereby improving resilience to macroeconomic shocks. In 
this way, as emphasised by the OCA literature, it can partly substitute for the loss 
of monetary and exchange rate adjustments in a monetary union. After presenting 
the key contents of the European reform agenda and their likely effects on the cy-
clical conformity of Member States, the effects of structural reforms on business 
cycle synchronisation, particularly in the field of labour markets, are analysed in 
section 4.2. In these sections, we employ panel data regressions that build on and 
extend the recent empirical literature on both factors in important ways.  

Analyses of cyclical co-movement by correlation measures do not answer the 
question whether (a)symmetries in business cycles are caused by different re-
sponses to common shocks or by differences in idiosyncratic, country-specific 
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shocks. Such reactions to different sorts of macroeconomic disturbances are cen-
tral to the understanding of co-movements in economic activity which is not re-
vealed by basic correlation analyses. Chapter 5 provides analyses of shock propa-
gation mechanisms and international business cycles based on structural vector 
autoregression (SVAR) models. Results from two different empirical models are 
presented. The first model (section 5.2) includes the G7 countries. The subjects of 
interest are the properties of output cycles and changes in inflation rates. In this 
regard, the role of common and structural (supply, demand and nominal) shocks is 
established. The second model (section 5.3) covers a shorter sample period and 
has less theoretical structure, but deals with more countries than the first model. It 
allows us to investigate whether differences in the aforementioned variables be-
tween the euro area average and its 12 Member States are mainly due to common 
or country-specific shocks. 

The empirical analyses in this book cover a period ending in 2007, i.e. before 
the culmination of the financial and subsequent to the real economic crisis. It is 
conceivable that business cycle synchronicity has increased during the crisis since 
it hit nearly almost all industrialised countries and many emerging market econo-
mies more or less simultaneously. On the other hand, the cyclical upswing ob-
served in 2009/10 was concentrated in emerging markets, particularly in Asia. 
Among the industrialised countries, Germany could benefit most from this recov-
ery. While these stylised facts could be observed in the recent business cycle, it is 
too early to assess whether the long-run business cycle relationships have changed 
during the crisis and subsequent recovery. As this book focuses on these longer 
term patterns, it seemed appropriate to exclude the recent episode from our empir-
ical investigations. 

The last chapter of the book summarises the main findings and illuminates their 
policy implications.  
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2 Literature Review  

By Bas van Aarle, Marcus Kappler, Jonas Keil, Atilim Seymen, and Klaus 
Weyerstrass 

2.1 Business Cycle Synchronisation and Convergence 

A tabulated overview of the literature on business cycle convergence and its de-
terminants is provided at the end of this section. In the following paragraphs, we 
will summarise the main findings of the many-faceted contributions to this strand 
of research.  

2.1.1 Literature on the Euro Area and New Member States 

In recent years a substantial literature has developed on business cycle synchroni-
sation within the euro area and between the euro area and the countries that en-
tered the EU in 2004 and 2007 (New Member States, NMS) in view of the pend-
ing euro area enlargement. The situation in Sweden, Denmark and the UK and 
their relation to the euro area have also been analysed in a number of studies. The 
literature on business cycle convergence between the euro area countries and oth-
er, non-EU countries is obviously much smaller.  

Important contributions regarding the euro area have been made by Artis and 
Zhang (1999), who find that correlation has increased substantially over time in 
the euro area. They show that the European Exchange Rate Mechanism (ERM) 
period (1979-1993) influenced homogeneity positively and identify the clear 
emergence of a European business cycle during this time frame. A recent study by 
Gayer (2007) observes a significant harmonisation of output growth since the ear-
ly 1990s, albeit with a short interruption in 2003/2004. The recovery in 2004 
showed that the decline was probably just a transitory phenomenon due to in-
creased uncertainty as a result of the war in Iraq, terrorism, etc. Interestingly, 
Gayer (2007) finds a recurrent pattern in the history of business cycle synchronisa-
tion in the euro area which implies that synchronisation typically decreases in the 
recovery phases of the cycle and that it rises again as the cycle continues. Using 
correlation-based measures of business cycle synchronisation, Gayer (2007) finds 
no evidence of higher correlation after the launch of the euro in 1999. Further-
more, by comparing the patterns of a “world cycle” and the euro area cycle, he ob-
serves continuous evidence for a distinct euro area business cycle. He concludes 
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that the increased correlation in the euro area may not be regarded as a “mere by-
product of globalisation”. However, de Haan et al. (2005) observe that we cannot 
speak of a “monotone movement towards the emergence of a ‘European’ business 
cycle”. 

The literature is also conflicting with regard to the effects of European Mone-
tary Union (EMU) on synchronisation in the euro area. While Afonso and Furceri 
(2007) find evidence that, since the introduction of the euro, the degree of syn-
chronisation has increased remarkably for all countries except Germany – where it 
has remained similar – de Haan et al. (2002) are unable to provide a definite an-
swer as to whether the currency union has a positive impact on synchronisation. 
Massmann and Mitchell (2004) find a long-run trend of rising correlations among 
euro area business cycles, a finding that stands in contrast to Mink et al. (2007), 
who conclude that synchronicity and co-movement in the euro area exhibit no 
clear upward tendency. In terms of country-specific patterns, Gayer (2007) shows 
that Greece in particular – but also Finland, Belgium and Ireland – has had busi-
ness cycles that are uncoupled from the cycles shared in general by the larger Eu-
ropean countries. The case of Greece can be mainly interpreted as a structural 
phenomenon, whereas Finland, for instance, had to deal with the breakup of the 
Soviet Union. 

Business cycle synchronisation between the NMS and the euro area – as meas-
ured, say, by correlations between de-trended industrial output in NMS and the eu-
ro area – is generally found to be present, but at a lower average level than for in-
dividual euro area countries. A similar conclusion emerges concerning inflation. 
The literature on business cycle synchronisation is restricted by the relatively short 
sample of data for the NMS. Furthermore, the wide variety of business cycle 
methods and indicators used lead to considerable differences in the outcomes and 
conclusions reached in studies on this topic. Moreover, the results differ across 
countries as the NMS are quite heterogeneous, and general conclusions are hard to 
draw. Another drawback has been the frequent practice of using Germany as a ref-
erence country instead of using the euro area business cycle itself. Finally, many 
studies concentrate on industrial production since the corresponding data are often 
more reliable. On the other hand, a robustness check concerning results, using, 
say, GDP data, seems desirable since industrial production represents only a cer-
tain share of the total economy. Basing conclusions entirely on this variable is thus 
a precarious proposition. 

Darvas and Szapary (2005) provide a relatively detailed analysis of business 
cycle synchronisation between the NMS and the euro area. Thanks to the use of a 
larger set of variables and more countries (similar to the countries in our analysis), 
more sub-periods and more measures of synchronisation than in most studies, 
more robust results on business cycle synchronisation between the NMS and euro 
area are achieved. The authors find that Hungary, Poland and Slovenia are the 
most synchronised of the NMS when compared to the countries in the euro area 
periphery (Portugal, Ireland and Finland). The other NMS are less synchronised 
with the euro area, raising doubts about the suitability of adopting the euro as soon 
as the countries with a higher degree of synchronisation. The authors also calcu-
late impulse responses from a VAR model in order to analyse the impact of shocks 
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in the euro area on the NMS. Slovenia and Poland are found to be most sensitive 
to euro area shocks. 

In a meta study, Fidrmuc and Korhonen (2006) provide a very good overview 
of the literature on business cycle synchronisation between the NMS and the euro 
area as well as of the literature on the degree of symmetry of macroeconomic 
shocks between the NMS and euro area. Thirty-five studies are analysed concern-
ing (i) the NMS countries included, (ii) methodology used, (iii) frequency of the 
data and (iv) the reference country used. On average the highest average estimates 
of business cycle correlation with the euro area are found in the case of Hungary 
(0.36), followed by Slovenia (0.26) and Poland (0.25). In several studies, one or 
more of the NMS are found to have higher business cycle correlations with the eu-
ro area than one or more peripheral euro area economies (Greece, Portugal and 
Ireland).  

Concerning euro area enlargement, the discussion has not only considered 
business cycle synchronisation of the NMS with the euro area but also OCA ques-
tions such as the following: For which countries is accession profitable in the 
sense that the likely benefits exceed the likely costs? In this complicated question, 
shocks play a particularly important role, in addition to the appropriateness of the 
current monetary and fiscal policy framework in the euro area and the current 
amount of business cycle convergence. Another aspect that has received attention 
is the role of the entry conditions (convergence criteria) laid down in the Maas-
tricht Treaty and the choice of the concrete entry date and conversion rate. In gen-
eral, it is suggested that due to a general catching up process and a larger amount 
of idiosyncrasies in macroeconomic shocks and macroeconomic structures, the 
NMS as a group are not as similar and homogenous as the current Member States. 
As a consequence, accession to the euro area is a process that should be carefully 
undertaken and supervised to avoid serious problems later on.  

Empirical evidence on the degree of shock symmetry between the NMS and the 
euro area is provided by Fidrmuc et al. (2003), among others. Using a structural 
VAR model that is based on Blanchard and Quah (1989), demand and supply 
shocks are identified and their correlation with euro area demand and supply 
shocks is determined. Correlation of demand shocks with the euro area appears to 
be lower than the correlation of supply shocks for most NMS. The majority of 
NMS show a lower degree of macroeconomic shock correlation than the current 
euro area countries in relation to the euro area aggregate. This could reflect di-
verging macroeconomic conditions, different institutions and structures, and dif-
ferences in macroeconomic policies (monetary policy, including exchange rate 
and fiscal policy). Clearly, a monetary union will leave most of these asymmetries 
unaffected; it will first and foremost reduce asymmetries resulting from independ-
ent monetary and exchange rate management. On the other hand, the introduction 
of a common monetary policy could lead to a new source of macroeconomic 
shocks and to uncertainty on the part of an acceding country, in the sense that it no 
longer has any influence on interest and exchange rates. 

Babetskii (2005) finds that higher trade integration and lower exchange rate 
volatility induces a higher degree of demand shock symmetry in the NMS and that 
the effects on supply shocks vary from country to country. This partly confirms 
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the “endogenous OCA” hypothesis and the EU Commission’s view on economic 
integration and the synchronisation of shocks. The results concerning supply 
shocks, on the other hand, do not rule out Krugman’s hypothesis that due to in-
creased specialisation, monetary unions can be subject to increased shock asym-
metries. This possibility, when one also takes into account the greater structural 
and institutional heterogeneity of the NMS, could imply that euro accession of the 
NMS will aggravate the “core-periphery” dichotomy in the euro area, leading to 
potential risks for macroeconomic stability and convergence. 

Taken altogether this literature leaves some doubt as to whether most of the 
NMS are natural candidates at present for the adoption of the euro. On the other 
hand, there is clearly a potential the prospect of euro area accession to induce a 
further and swift increase in synchronisation, in accordance with the logic of the 
endogenous OCA hypothesis. In particular, several studies have pointed to the im-
portance of intra-industry trade in increasing business cycle synchronisation rather 
than bilateral trade integration per se. 

2.1.2 Literature on the G7 and OECD Countries 

Studies that focus on business cycles in the G7 countries typically find no evi-
dence for an overall increase in synchronicity over the last decades. For instance, 
Stock and Watson (2005) find no signs of rising business cycle synchronisation in 
the G7 countries from 1960 to 2002, but observe an emergence of a European cy-
cle and of one between English-speaking countries. They also find evidence for 
falling output volatility and explain this lower volatility with the absence of com-
mon shocks propagating through the G7. The synchronisation of the Japanese 
business cycle in particular with the rest of the G7 was low over the period under 
examination, as Japan had a very distinct cyclical development. Doyle and Faust 
(2002) find a slow though insignificant fall in the synchronisation of the G7 coun-
tries over the period from 1970 to 2002, a finding that stands in contrast to ob-
served downtrend in the volatility of output fluctuations. This fall in the standard 
deviation of output volatility would imply a rise in business cycle correlation. The 
reason for this is that a decline in the prominence of idiosyncratic shocks in a 
country lowers the standard deviation of the country’s economic growth. If, at the 
same time, common variation, measured by covariance, remains unchanged, then 
correlation rises. Moreover, Stock and Watson observe that co-movements are 
generally higher during recessions than in recovery phases. This is the same pat-
tern that Gayer (2007) and others find for the euro area countries.  

Kose et al. (2005) observe a notable increase in the synchronicity of business 
cycles among the G7 countries. They distinguish between three factors – common 
(G7), country-specific and idiosyncratic – that drive an economy and estimate 
their relative importance. First, they find that common and country-specific factors 
play different roles at different points in time in different countries. Second, the 
G7 factor is found to play a crucial role in explaining variations in GDP, implying 
that worldwide events are of sizable importance. Third, by dividing the full sample 
from 1960 to 2003 into three sub-periods – 1960-72 (Bretton Woods), 1973-86 
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(Common shocks) and 1987-2003 (Globalisation period) – the authors show that 
the common factor was most important in the second period and less important in 
the first. Finally, Kose et al. find that the G7 factor has less explanative power for 
variation in output among the G7 countries during the globalisation period. A 
study by Bordo and Helbling (2003), which builds on evidence from 16 countries, 
documents evidence of a rise in business cycle synchronisation over the past cen-
tury. Furthermore, the authors find that global shocks are the dominant influence 
across different periods and that these shocks have gained increasing importance 
over time. This finding would appear to be a product of increasing globalisation, 
particularly the integration of goods and services through international trade and 
integration of financial markets. Taken together, the literature suggests that the 
synchronisation of business cycles among industrialised nations has undergone a 
change during the last three to four decades; however, mixed results are obtained 
regarding the question of whether country-specific or global impacts have gained 
in importance. 

Additional insights from studies with broader country samples suggest, among 
other things, that English-speaking country pairs have a much higher correlation 
than other country pairs. Furthermore, a very low symmetry between New Zea-
land and Japan, which is attributable to several idiosyncratic shocks (Voss, 2000), 
can be identified. Akin (2007) observes that the co-movement of cycles is stronger 
among industrialised nations in comparison to emerging and developing countries. 
But while convergence tendencies can be observed in emerging economies, syn-
chronisation has been rather stable in developed countries. Otto et al. (2001), who 
consider 17 OECD countries, show that the mean correlation of GDP growth has 
shrunk, although they do find evidence for greater cross-country economic inte-
gration. Akin (2007) analyses 47 countries from 1970 to 2003 and divides the full 
sample into three subsamples: the oil shock period, debt crisis period and globali-
sation period. He concludes that there is no significant change in the symmetry of 
business cycles, yet uncovers significant alternation in the various periods: for in-
stance, increasing co-movement of output in Asian countries during the debt crisis 
period (1980-89) and an EU cycle in the globalisation period (1990-2003).  

2.1.3 Literature on the Euro Area Versus Global Convergence 

The last decades have seen a significant increase in trade and financial globalisa-
tion. Accordingly, cross-country output spillovers and financial linkages – e.g. re-
garding commodity and asset prices as well as volatility swings in the global fi-
nancial system – are ever more important for the developed and developing 
countries. The recent experience with the collapse of the US subprime mortgage 
market and attendant impacts to the global financial system illustrate the new risks 
and vulnerabilities associated with financial globalisation. 

In the euro area, business cycles are not only driven by domestic factors and eu-
ro area/EU wide adjustments, but also by global factors. The European Commis-
sion (2008) observes that while there have been no major further synchronisation 
gains since the single currency was introduced, the synchronisation between the 
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euro area and the rest of the world has increased in the last decade. This suggests 
that the euro area has been moving more in line with the global business cycle. 

This implies that an analysis of euro area business cycles must include a coun-
try-specific part relating to country-specific developments and asymmetric shocks, 
an euro area-wide part reflecting euro area-wide adjustments – including the 
common monetary policy and symmetric euro area-wide shocks – and a global 
part that measures the impact of the global business cycle and global shocks. Kose 
et al. (2008) use such a decomposition of output into country-specific, group-
specific, global and idiosyncratic factors to analyse business cycle convergence 
and decoupling for a panel of 106 countries over the period 1960-2005. Three 
groups are distinguished: 23 industrial countries, 24 emerging markets and 59 de-
veloping countries. For industrial countries, the global factor explains 27 per cent 
of output fluctuations, the group-specific factor 17 per cent, the country-specific 
factor 33 per cent and a residual factor 21 per cent. For Western Europe these fac-
tors are similar (23 per cent, 22 per cent, 34 per cent and 21 per cent, respective-
ly). Over time, the group-specific factors tend to increase while the global and 
country-specific factors decrease as a result. This might be interpreted as the in-
fluence of phases of ‘recoupling and decoupling’ in the global economy where 
global and group/regional factors fluctuate in importance in explaining the busi-
ness cycles of individual countries. In particular, a recent decoupling of emerging 
countries could explain why these countries have not been strongly affected by the 
slowdown in the US economy, which was caused mostly by developments specific 
to the US. 

The increasing global integration is also manifested in two stylised facts that 
have been observed: (i) the volatility of the business cycle of the global economy 
and of the developed and developing countries has, on average, declined since the 
end of the 1970s, and (ii) the synchronisation of business cycles has increased 
globally. A number of explanations for the observed decline in volatility have 
been proposed: improved institutional quality contributing to political stability, 
improved quality of monetary and fiscal management, changes in structural fea-
tures – such as financial deepening, improved inventory management, the infor-
mation technology revolution and more flexible labour and product markets – 
lower terms-of-trade volatility and an overall decline of the size of supply shocks, 
particularly oil-supply disruptions (a so-called ‘good-luck’ factor). Explanations 
for the rise in business cycle co-movement are in particular linked to the observed 
increase in trade and financial linkages in the global economy and the increase in 
the symmetry of macroeconomic shocks across countries.  

2.1.4 Literature on Country Clusters  

Drawing on industrial production data, Camacho et al. (2005a) analyse business 
cycle co-movement as quantified by a combination of different synchronisation 
measures. Using data for the 27 EU countries (except Malta and Bulgaria), Cana-
da, the US, Norway, Japan and Turkey, the authors identify three clusters. The 
first cluster includes the euro area countries (except Finland) plus Denmark, Swe-
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den, Cyprus, Lithuania, Slovenia and Hungary. The second group consists of the 
US, Canada, the UK, Japan and Finland. The remaining countries, i.e. Latvia, Es-
tonia, Slovakia, the Czech Republic, Romania, Turkey, Norway and Poland form 
the third group. 

In a related study, the same authors (Camacho et al., 2005b) measure the simi-
larity of business cycles by considering the duration, amplitude and so-called ‘ex-
cess’ of expansions and contractions. Excess is defined as the departure of the ac-
tual growth path from a hypothetical path that would have been witnessed if the 
transition between the two consecutive turning points in the series had been linear. 
The analysis is again based on industrial production data for the same sample of 
countries examined in the previously mentioned study. In this paper, the authors 
identify four clusters. The first cluster is composed of Cyprus, Estonia, Latvia, 
Lithuania, Romania and Turkey. The second group consists of Slovakia, the Czech 
Republic, Denmark, Spain, Sweden, Finland, Luxembourg, Austria, the US and 
Canada. In the third cluster, Slovenia, Japan, Norway, the UK, Portugal, the Neth-
erlands, Italy, France, Greece, Germany and Belgium are grouped together. Final-
ly, Poland, Hungary and Ireland form the fourth cluster, as they exhibit business 
cycle characteristics that are most distinct from the other countries. 

Graff (2006) estimates the business cycle position on the basis of the deviation 
between the actual and trend capital coefficient over the period from 1970 to 2000. 
The sample comprises the 15 EU countries prior to the enlargements of 2004 and 
2007 (EU15), plus Argentina, Australia, Chile, Hong Kong, Iceland, Israel, Japan, 
Canada, New Zealand, Norway, Switzerland, Singapore, Korea, Uruguay and the 
US. Based on a hierarchical cluster analysis, the author identifies two main busi-
ness cycle clusters. The first one consists of Belgium, Germany, France, Greece, 
Ireland, Iceland, Israel, Italy, Japan, Luxembourg, Austria, Portugal, Switzerland 
and Spain. The second main group is made up of Denmark, Finland, Australia, 
New Zealand, the US, Canada, the UK, the Netherlands, Norway and Sweden. 
The remaining countries in the sample exhibit business cycle characteristics that 
are quite different from these two main country groups. 

In an earlier study, Artis and Zhang (1997) measure the business cycle syn-
chronisation of 18 countries, using Germany as a benchmark. The sample com-
prises the EU15 (except Luxembourg), the US, Japan, Switzerland, Norway and 
Canada. Three clusters are identified: the “US group”, consisting of the US, Cana-
da, Sweden and Finland; the “European group” with Italy, Ireland, the UK, Den-
mark, Portugal, Norway, Greece and Spain; and the “core group” with France, 
Austria, the Netherlands and Belgium. Switzerland and Japan do not belong to any 
of these groups. 

2.1.5 Literature on Canada and the US: Lessons for the Euro Area 

The literature on business cycle convergence and synchronisation between the 
provinces and states of Canada and the US as common-currency areas is summa-
rised in table 2. Partridge and Rickman (2005) exclusively analyse the evolution 
of US state cycles and observe a decline in their co-movement over time despite a 
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high degree of overall synchronisation. They find the decline of overall US vola-
tility to be the primary source of this result, and point to an important methodolog-
ical problem regarding the assessment of optimal currency areas. According to the 
authors, a common monetary policy can still be beneficial despite an increase in 
asymmetry, provided the magnitude of nation and region-specific shocks declines 
sufficiently.  

In Clark and van Wincoop (2001), de Haan et al. (2002) and Wynne and Koo 
(2000), the cycles of US states are used as a benchmark in order to evaluate the ef-
fects of European monetary integration on business cycle synchronisation. Clark 
and van Wincoop (2001) compare the degree of synchronisation across US census 
regions with that across European countries by defining a border dummy that de-
scribes the difference between cross-region and cross-country correlations of the 
considered business cycle variable. Although this border dummy is found to de-
cline over time, a significantly lower degree of business cycle synchronisation 
across European countries compared to that of US regions is observed throughout. 
The lower level of trade between European countries seems to play the crucial role 
in this border effect. As the effect of a common monetary policy on business cycle 
synchronisation is found to be insignificant, Clark and van Wincoop (2001) do not 
predict business cycle convergence for the euro area after the adoption of a single 
currency. De Haan et al. (2002) fail to arrive at a clear answer as to whether the 
further integration of euro area countries would lead to business cycle conver-
gence. Using pre-war data going back to 1929, they find that business cycles in the 
US have become less synchronised over time. Significant evidence for conver-
gence is also not provided when the analysis is restricted to post-war data or uses a 
different number of subperiods. These results, together with the findings for West-
ern Germany (as a second benchmark) and the OECD, do not allow precise con-
clusions about the potential impacts of the common European currency to be 
drawn. Wynne and Koo (2000) compare standard deviations and correlation coef-
ficients of business cycle variables across, on the one hand, US Federal Reserve 
districts, and, on the other, EU countries. Although no clear statement can be 
made on whether high standard deviations result primarily from synchronous 
business cycles with different magnitudes or rather from a low degree of synchro-
nisation, lower standard deviations in the cyclical components of employment and 
GDP can generally be observed in the US. 

Imbs (2004) focuses on the determinants of synchronisation, also using US 
state level data. Estimating a system of simultaneous equations by applying a 
three-stage least squares (3SLS) approach, he tries to isolate the direct effects of 
inter-sectoral and intra-sectoral trade, financial integration and sectoral specialisa-
tion on the degree of business cycle synchronisation between 24 selected countries 
as well as between US states. Although the results for the latter are only discussed 
briefly and are part of a sensitivity analysis that is not reported in the published 
version of the paper, Imbs (2004) provides evidence that all of the posited deter-
minants of business cycle synchronisation exert a significant effect. 

Beine and Coulombe (2003) and Wakerly et al. (2006) focus on features of the 
business cycles in Canadian regions. In order to find out whether the adoption of 
the US dollar is preferable for Canadian regions, Beine and Coulombe (2003) in-
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vestigate the evolution of business cycles in Canadian provinces relative to the US 
cycle. They find that correlations between the US cycle and that of the central 
provinces Ontario and Quebec tended to increase over time, whereas the correla-
tions of the other provinces with the US decreased. Due to this strong heterogenei-
ty between provinces, Canada does not seem to be an optimal currency area. 
Wakerly et al. (2006) obtain similar results and also report large asymmetries in 
regional output fluctuations, mainly due to similar levels of technology, as meas-
ured by total factor productivity, as well as due to similarity in preferences, as 
identified using the permanent income hypothesis. 

The experience of the US in particular, as reported by Partridge and Rickman 
(2005), raises concerns about the usual practice of assessing OCAs in terms of cy-
clical correlation. In the US, close synchronisation can be observed for the period 
from 1971 to 1998. On the one hand, the analysis suggests that the US best ful-
filled OCA criteria in the 1970s, a period in which US monetary policy is viewed 
as being particularly ineffectual. On the other hand, successful monetary policy 
during the 1990s was accompanied by a decline in synchronisation, and this busi-
ness cycle de-coupling did not seem to affect the efficiency of monetary policy. 
Thus, standard OCA theory does not help to explain US monetary policy. A fur-
ther lesson can be drawn from the US experience. Behavioural factors such as the 
political support for US monetary policy or structural factors which are linked to 
the effectiveness of monetary policy may play an important role for the success of 
a common monetary policy. The overall implication of this study for the euro area 
is “that monetary unions can succeed in a wider range of settings than imagined, 
such as an inclusive euro area that expands to the UK and elsewhere”. 

2.1.6 Literature on Identifying Business Cycle Shocks 

2.1.6.1 Structural and Global VAR Models 

The analysis of correlation between shocks in different countries could potentially 
provide information on the symmetry of these shocks. Fidrmuc and Korhonen 
(2003), who estimate bivariate structural VAR models using an approach suggest-
ed by Bayoumi and Eichengreen (1992) for the euro area and the individual coun-
tries, compare the estimated supply and demand shocks of every country with 
those of the euro area model. Their aim is to provide empirical evidence on the 
degree of structural shock symmetry between the New Member States (NMS) and 
the euro area. The correlation of demand shocks with the euro area appears to be 
lower than the correlation of supply shocks for most of the NMS. Moreover, most 
NMS exhibit lower scores than the current euro area countries when tested for 
macroeconomic shock correlation in relation to  the euro area aggregate.  

The Global VAR (GVAR) approach, introduced by Pesaran et al. (2004) for 
modelling interdependencies among many countries, provides a solution to the 
degrees-of-freedom problem by estimating country-specific VARs with exoge-
nous variables (VARX). Foreign variables are modelled as exogenous. Those ex-
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ogenous variables are specific to individual countries and every country’s foreign 
variables are a weighted sum of all other countries’ corresponding variables in the 
world. The weighting is typically determined based on trade shares or GDP shares. 
Pesaran et al. (2004) show that country-specific VARX models can be combined 
in a convenient way for computing the coefficients of a global VAR; that is, a 
VAR that comprises the variables of all countries covered in the model. Ultimate-
ly, all countries’ variables are endogenous in the global VAR, although foreign 
variables are exogenous in country-specific VARs. 

Dees et al. (2007) consider the euro area as a single country and investigate the 
linkages between it and the rest of the world in the GVAR framework. Their sam-
ple covers the period from 1979 to 2003. The global model includes 26 econo-
mies. Each country-specific VAR comprises 6 domestic variables (real output, in-
flation rate, real exchange rate, real equity prices, a short-term and a long-term 
rate of interest), 5 foreign variables (the domestic variables minus the real ex-
change rate) and 1 further global exogenous variable (oil prices). However, struc-
tural shocks and their dynamic effects on the variables are not identified in this 
framework. Instead, the authors concentrate on the dynamic responses of the vari-
ables to a shock based on a certain equation for a specific country. Since no initial 
structural identification is carried out, they employ generalised impulse response 
functions as described in Pesaran and Shin (1998) for their analysis. They are in-
terested, among other things, in the dynamic effects of a shock to the US short-
term interest rate on US and euro area variables. Such a shock leads to different 
impulse response patterns in the US than in the euro area. Surprisingly, the impact 
response of US output is positive, but it becomes insignificant after two quarters; 
whereas the response in euro area output is insignificant from the outset. Similar-
ly, the US inflation rate rises in the first two periods after the shock, while the euro 
area inflation rate does not. 

In addition to the dynamic analysis with respect to country-specific shocks, the 
GVAR framework allows for the modelling of global shocks, too. Dees et al. 
(2007) compute global shocks to a certain variable as a weighted-average of coun-
try-specific shocks.  

The only structural shock identification carried out to date is US monetary poli-
cy shocks by Dees et al. (2007). The US model is included in the GVAR as the 
first country-specific model. Furthermore, it does not contain foreign variables. 
The authors follow the strategy discussed by Sims and Zha (1998) for the identifi-
cation of monetary policy shocks. The dynamic responses to a monetary policy 
shock by the US and the euro area variables are not much different than their gen-
eralised responses to a shock to the US short-term interest rate mentioned above. 

2.1.6.2 Factor Models 

Factor models which, in contrast to classical VAR models, can contain many vari-
ables, provide another possibility for distinguishing between world and country-
specific shocks as well as spillovers between countries. Stock and Watson (2005) 
estimate 2 common factors and 7 country-specific shocks with a Factor-Structural 
VAR for the G7 economies. The VAR comprises the GDP growth rate of the G7 
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countries. Global shocks are the 2 common components of the seven-variable 
VAR. Moreover, the spillover effects are modelled such that the country-specific 
shock of one country cannot have an impact on the GDP growth of another coun-
try before the quarter in which the shock took place has elapsed. Global shocks, on 
the other hand, are allowed to have an impact effect. The first relevant finding for 
our study is that international synchronisation has not increased recently. Instead, 
two coherent cyclical groups have emerged among the G7 countries: The English-
speaking group and the euro area group. Secondly, the decrease in international 
synchronisation is due to a decrease in the volatility of global shocks.  

Eickmeier (2006) estimates a large model with 296 variables for investigating 
business cycle transmission from the US to Germany. Her sample covers the peri-
od from 1975 to 2002. The variables used are real and nominal variables for the 
US and German economies. The movements of these variables are related to a 
small number of factors (8 according to tests) which follow a VAR process. The 
empirical framework allows a distinction to be made between common and idio-
syncratic components (shocks). Eickmeier (2006) also imposes some restrictions 
on the VAR process of the factors in order to estimate US supply and real demand 
shocks. Her approach has two advantages. First, one can compute the dynamic ef-
fects of structural shocks of one country on the variables of another country. Se-
cond, conclusions can be drawn on the importance of various channels for busi-
ness cycle synchronisation. Eickmeier (2006) finds that US supply and demand 
shocks “affect the US economy and the German economy largely symmetrically”. 
Our study also finds that common shocks to Germany and the US would lead to a 
high correlation between these two countries; see section 5.2. Moreover, trade and 
relative price movements are found to be the most important channels of business 
cycle transmission. The role of financial markets, on the other hand, is not clear. 
Given that Germany is the largest economy in the euro area, these conclusions can 
also be expected to apply to the relationship between the US and the euro area. 

Kose et al. (2005) investigate the evolution of the G7 business cycles with a so-
called dynamic factor model. Unobserved dynamic factors determine, together 
with country-specific shocks, the evolution of output, consumption and investment 
in the modelled G7 countries. The so-called G7 factor is common to all countries. 
The evolution of the variables is additionally driven by a country-specific factor 
that is common for the variables of that country, and an idiosyncratic shock. The 
authors analyse the relative influence of these three factors in three different sub-
periods: the Bretton Woods period (1960-72), the period of common shocks 
(1972-86) and the globalisation period (1986-2003). Although the share of com-
mon shocks increases in the latter two periods, it cannot be clearly concluded that 
the global shocks are most important in business cycle fluctuations in the globali-
sation period. In particular, the share of global shocks decreases in the globalisa-
tion period relative to the previous one. The share of global shocks increases 
steadily, however, in the output fluctuations of France and Italy. Thus, the overall 
impact of global shocks in the euro area is ambiguous. This assessment is also cor-
roborated by our own empirical work (see section 5.2). 
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2.1.7 Literature on Risk Sharing and Fiscal Federalism 

The synchronisation of business cycles and other macroeconomic variables in a 
monetary union such as the euro area becomes less crucial if mechanisms of risk 
sharing are in place. Such mechanisms can partly substitute for the loss of national 
monetary policy when it comes to stabilising asymmetric shocks and asymmetric 
business cycle fluctuations in a monetary union. According to an argument by 
Mundell (1963) that has been further developed by McKinnon (2001), a monetary 
union is conducive to risk sharing through portfolio diversification. Furthermore, 
greater business cycle synchronisation in a monetary union such as the euro area 
may not be necessary or useful since this would reduce the scope and function of 
risk-bearing mechanisms, as such mechanisms are based on divergence rather than 
convergence in business cycles. 

In OCA theory there are two forms of international risk sharing that potentially 
alleviate the impact and adjustment burden from asymmetric shocks in a monetary 
union: (i) federal tax-transfer systems provide automatic stabilisation by transfer-
ring resources from countries in a boom to economies in a recession, e.g. such as 
that caused by an asymmetric shock that has hit the monetary union; (ii) cross-
country holdings of financial assets contribute to risk sharing and diversification 
between countries since part of the burden of asymmetric shocks will be trans-
ferred to foreign holders of domestic assets, particularly stocks,1 and vice versa. 
This form of risk sharing has been mostly investigated by estimating the degree of 
consumption smoothing across borders. The possibility of cross-border holdings 
of financial assets not only applies to regional risk sharing in a monetary union 
like the euro area but also has a global equivalent in the form of global risk shar-
ing and consumption smoothing. The ongoing process of globalisation and finan-
cial market integration has dramatically increased the potential for risk sharing at a 
global level. 

Empirical evidence on the euro area case finds that both forms of cross-country 
risk sharing are fairly weak – and are more than likely to remain so – certainly 
when compared with mature monetary unions/federations like the US and Canada. 
This is not surprising given a number of crucial dimensions in which the euro area 
currently differs from mature monetary unions like the US. Firstly, the euro area 
(and European Union) are not designed to be fiscal federations in accordance with 
the principals of fiscal federalism. Instead, the federal fiscal tax and spending 
powers are very small (the EU budget does not exceed 1% of EU GDP) when 
compared to the federal budget in the US. This implies, for example, that the 

                                                           
 

1  Foreign direct investment (FDI) represents another type of cross-country financial as-
set holding that could be relevant in this respect. Using a panel of 25 OECD countries 
for the period 1981-2001, Schiavo (2007) estimates the effect of currency unions on 
bilateral FDI flows. The approach is in a similar vein to the larger literature that has 
tried to estimate the trade effects of currency unions; see Rose (2000). A seperate 
EMU effect is considered for the euro area countries. It is found that currency unions, 
including the euro area, have a significant positive effect on bilateral FDI flows. 
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amount of allocation, redistribution and stabilisation that occurs through the feder-
al budget in the US is completely absent in the euro area. Part of the fiscal stabili-
sation remains at the national level in that automatic stabilisers are let free to do 
their stabilising (subject to the constraints of the Stability and Growth Pact). Pro-
posals to develop alternative insurance and transfer schemes that could compen-
sate for the virtual absence of a federal fiscal system in the euro area have re-
ceived some academic interest but their introduction appears unlikely in light of 
current political and economic circumstances. 

Furthermore, the effects of risk sharing trough the financial system are general-
ly found to be lower in the euro area then in the US. Kalemli-Ozcan et al. (2004) 
find that, although financial integration in the euro area has increased over time, 
the frequency with which idiosyncratic shocks are smoothed through risk sharing 
in the euro area financial system remains fairly low: smoothing by the financial 
sector is in the range of 10% of income over the period from 1993 to 2000, where-
as it reaches 55% in the US case.2 Kalemli-Ozcan et al. also investigate whether 
risk sharing is conducive to higher specialisation, higher asymmetry in output and 
lower asymmetry in income as a result of increases in opportunities to share risk 
across member countries in monetary unions. While this hypothesis is supported 
for the US case, it is not confirmed for the EU case. The authors find that incomes 
are actually more asymmetric than production despite an increase in risk sharing. 
The low initial degree of risk sharing is suggested to be responsible for these dif-
ferences.  

Possible explanations for the limited role of risk sharing in the euro area finan-
cial system could be the still substantial home bias in investment behaviour and 
the fragmentation of the European banking system, as compared to the US case. 
These factors are likely to adjust over time such that risk sharing through financial 
markets in the euro area is likely to strengthen, but this is a very gradual process. 
Nevertheless, according to the methodology developed by van Wincoop (1994), 
this means that there are potential benefits from increased risk sharing in the euro 
area on the order of a 2 to 3% increase in permanent consumption. Also, the Euro-
pean Commission (2008) strongly emphasises the potential gains from financial 
integration by virtue of greater risk sharing. Yet in order to achieve this, further ef-
forts are required to enhance the efficiency and liquidity of euro area financial 
markets, to promote the cross-border provision of retail financial services, to im-
prove the efficiency of corporate and government bond financing and to ease regu-

                                                           
 

2  Asdrubali et al. (1996) find an even higher degree of risk sharing in the case of the 
US for the sample 1963-90. In their examination of smoothing by capital markets, 
federal government spending and taxation and credit markets, they calculate that the 
first channel absorbs 39 per cent, the second 13 per cent and the third 23 per cent of 
shocks to gross state products. Using the same approach, Marinheiro (2003) estimates 
for the EU15 are 9 per cent, 5 per cent and 19 per cent for the period 1981-90, respec-
tively, i.e. a smoothing of 32 per cent (vs. 81 per cent for US states during the same 
period). 
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latory and supervisory costs for financial intermediaries operating in a multi-
jurisdictional environment.  

Indirect tests of risk sharing that test consumption smoothing across countries 
using consumption, GDP and GNP correlations also fail to find strong support for 
consumption smoothing across the euro area; see Marinheiro (2003), among oth-
ers. If consumption correlations across countries exceed the output or GDP corre-
lations, this could form indirect evidence of partial international risk sharing. Sim-
ilarly, a lower correlation between output (GDP) and income (GNP) may suggest 
the presence of international risk sharing via cross-country holdings of financial 
assets and the presence of consumption smoothing between countries. In a similar 
vein, regressions of consumption differentials on output differentials in a mone-
tary union and of output differentials on income differentials can be used to test 
for risk sharing. In the first case a lower association between consumption differ-
entials and output differentials could reflect increasing risk sharing. In the second 
case a lower association between output and income differentials could be due to 
increased risk sharing. Again, basically all studies find lower risk sharing for the 
euro area as compared to other, more mature monetary unions. 

Lastly, it is important to note that causality may also run the other way around: 
risk sharing through the financial system may foster convergence in a monetary 
union but (convergence inside) the monetary union itself may foster financial in-
tegration and increased risk sharing through the financial system as investors will 
find it easier to diversify their investments across the member countries of a stable 
and integrated monetary union. 

In conclusion, the role of risk sharing in the EMU is currently limited. Over the 
long term, risk sharing through the development of a federal fiscal system and in 
particular through the euro area financial system is likely to increase. 

2.2 Determinants of Business Cycle Synchronisation  

2.2.1 Trade Integration 

Trade is regarded as the major transmission channel for business cycles and a 
prime variable behind cyclical synchronisation. In empirical studies, trade intensi-
ty between countries is often found to play a significant role in business cycle cor-
relations and to be the only robust determinant of synchronisation. Although an 
“empirical consensus” has emerged concerning the importance of trade, there have 
been contradictory findings concerning its effects.  According to the Heckscher-
Ohlin theorem, for instance, greater openness to trade is likely to foster specialisa-
tion due to comparative advantage and economies of scale. This is posited to lead 
to lower economic synchronisation if a high share of industry-specific shocks 
within countries exists. Thus, an idiosyncratic shock in a certain sector may not 
spread that easily across borders due to the absence of that industry in other coun-
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tries. However, if trade between countries is dominated by intra-industry trade, the 
removal of trade barriers leads to a diffusion of demand shocks across countries. 
In addition, if trade induces technological and knowledge spill-overs, higher out-
put correlations should be the result. 

According to Frankel and Rose (1998), bilateral trade results mainly from in-
creasing intra-industry trade. They consider the net effect of total trade and pro-
vide empirical evidence that inter-industry trade does not play an important role 
for synchronisation compared to intra-industry trade. These findings are supported 
by subsequent studies by Gruben et al. (2002), Calderón et al. (2002) and Imbs 
(2004). Compared to the results obtained by Frankel and Rose (1998), however, 
their conclusions point to somewhat weaker trade effects, but they nevertheless 
support the view that trade intensity has a positive impact on business cycle syn-
chronisation. In particular, Imbs (2004) shows that the main effect of business cy-
cle co-movement results from intra-industry trade. In addition, Akin (2007) shows 
that the volume of this kind of trade has risen significantly from 1970 to the glob-
alisation period, particularly in developed countries. Baxter and Kouparitsas 
(2005) and Böwer and Guillemineau (2006) apply extreme bounds analyses to 
check for robustness in many determinants of business cycle correlation. Both 
studies find that trade is robustly connected with business cycle synchronisation 
and thus support the view of Frankel and Rose (1998), but Böwer and Guil-
lemineau (2006) also emphasise that, compared to other determinants of synchro-
nisation, trade has lost relative importance since the introduction of the euro in 
1999. 

A challenge for econometric analyses is that trade intensities between countries 
and business cycle correlations are endogenous, a property that renders OLS esti-
mates inconsistent. Most researchers handle this problem by applying instrumental 
variable techniques (IV) and typically use a set of gravity variables such as geo-
graphic distance measures and border dummies as instruments to identify the trade 
effect. However, as de Haan et al. (2005) point out, such an approach “is not ap-
propriate as the gravity variables not only affect trade intensity but are also relat-
ed to some other variables that affect business cycle synchronisation”. As a con-
sequence, unless one is able to include all variables that influence trade and 
business cycle correlation, estimates will be biased. An alternative approach is to 
conduct a time-series analysis that allows the use of predetermined variables and 
to check for lead and lag relationships in order to alleviate the similarity problem 
that plagues static econometric approaches.  

In addition to the type of trade (inter- vs. intra-industry), the type of shock (de-
mand or supply) and their similarities (common or idiosyncratic shocks) are also 
crucial for identifying the effect of trade on business cycle synchronisation. In-
creased trade will lead to increased co-movement of business cycles if the main 
sources of shocks are demand shocks that are common across countries.  
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2.2.2 Currency Unions and Monetary Integration 

The role of currency unions and monetary integration in promoting business cycle 
synchronisation is ambiguous. A coordinated monetary policy may promote syn-
chronisation if it leads to more similarity of output fluctuations and also if there 
are indirect effects from an increase in bilateral trade intensity through exchange 
rate stability. Monetary policy in a currency union implies a better coordination of 
reactions to common shocks, but may be less efficient when member countries are 
frequently hit by idiosyncratic shocks. A currency union removes a means of buff-
ering asymmetric external shocks through exchange rate adjustments, leaving ad-
justments to fiscal and structural policies. Decreasing synchronicity of member 
countries’ business cycles may be a consequence of giving up exchange rate con-
trol. 

Artis and Zhang (1999) find that ERM membership promoted a shift to busi-
ness cycle similarity. Frankel and Rose (2002) find evidence for the trade channel 
of monetary integration, showing that a currency union has a strong and very sig-
nificant effect on increasing bilateral trade between member states. However, oth-
er studies have come to different conclusions. De Haan et al. (2002) analyse corre-
lation across US States, German states and 18 OECD countries and do not find 
significant evidence for increasing homogeneity over time. Whereas trade seems 
to foster convergence, stable exchange rates act as a countervailing force. Clark 
and van Wincoop (2001) as well as Baxter and Kouparitsas (2005) do not find 
similar monetary policy to be an important determinant of business cycle correla-
tion, again supporting the conception that monetary integration can be both a sta-
bilising and a decoupling factor for synchronisation. By analysing an OECD coun-
try sample over the period from 1960 to 2001, Otto et al. (2001) conclude that 
similarity between monetary policies does not make much of a contribution to in-
ternational growth correlations. Their results instead suggest that it is the similari-
ty of economic characteristics and institutions that explains much of the observed 
correlations.  

A study by Dubois et al. (2007) uses a hypothetical, counterfactual analysis by 
investigating questions such as: What if the euro had never been introduced? How 
would national output and inflation rates have developed over time? The authors 
use Global VARS and compare outcomes of “true” GVARs and several “counter-
factual” GVARs that are based on the absence of a common currency. According 
to this scenario analysis, small countries in particular benefit in terms of output 
gains from joining the ERM, whereas a clear effect for the larger countries cannot 
be identified.  

2.2.3 Fiscal Policy 

Constraints on fiscal policy induced by the Stability and Growth Pact (SGP) may 
reduce the risk of asymmetric policy shocks, but adhering to the criteria of the 
SGP also reduces a nation’s ability to counteract country-specific shocks through 
the use of expansive fiscal policies. Both of these implications of the SGP have 
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very different effects on business cycle synchronisation. In empirical studies, the 
fiscal policy positions of various countries are generally compared in terms of 
government spending to GDP and budget deficit/surplus. According to theory, a 
higher discrepancy between these measures should be linked to less correlated 
business cycles.  

Darvas et al. (2005) provide evidence for a positive impact of complementary 
fiscal policies on synchronisation in a panel of OECD countries. Another im-
portant result of their study is that output correlation is higher in phases with lower 
budget deficits, a finding that implies a positive effect of the SGP on synchronisa-
tion. Thus, closer coordination of fiscal policies and the limitation of budget defi-
cits may sustain the emergence of more symmetric business cycles. A study by 
Fatás and Mihov (2003) further corroborates the positive output effects of institu-
tional restrictions on fiscal policy by showing that the intensive usage of discre-
tionary fiscal policies leads to increased output volatility. Furthermore, Akin 
(2007) finds in a cross-section of 47 countries that similarity in bilateral fiscal pol-
icies fosters output synchronisation.  

Böwer and Guillemineau (2006) observe that a lower bilateral discrepancy in 
output is correlated with lower differentials in budget deficits. A robustness test, 
however, indicates that this effect is more significant between 1980 to 1996 than 
between 1997 and 2006.  

Clark and van Wincoop (2001) examine the standard deviation of budget deficit 
differentials and correlations in budget deficits and show that fiscal policies are 
more similar in countries with comparable sizes of government and that budget 
deficits are more correlated with a larger public sector. Based on OLS and IV 
techniques applied to a sample of 14 EU countries, the authors find no evidence of 
more coordinated policies leading to either higher or lower business cycle syn-
chronisation. They further conclude that this does not mean that monetary and fis-
cal policies have no effect on business cycles. The net effect on correlations can 
be small when country-specific policy is both a source and a stabiliser of business 
cycles.  

Overall, the recent literature suggests that similarity in fiscal policies (with re-
spect to expenditures and budget deficits) has a positive effect on bilateral busi-
ness cycle synchronisation. Whether the implementation of the Maastricht Treaty 
and the SGP has had a significant impact on correlations is not clear-cut. Böwer 
and Guillemineau (2006) report that the importance of fiscal policies has de-
creased since the introduction of the SGP. 

2.2.4 Sectoral Structure 

Convergence of business cycles is more likely to arise between countries that have 
similar production structures. If two economies have similar sectoral structures 
then these should respond in a similar way to common shocks. In such a case, the 
similarities of the business cycles will depend on the fraction of variation that is 
explained by common shocks in relation to overall shocks. If countries are more 
specialised in terms of very few common industries across countries, business cy-
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cles should be less synchronised due to little shock spill-over across borders. To 
shed light on this question, one has to look at the prevalent type of shocks affect-
ing a country. A higher share of idiosyncratic shocks rather than common or glob-
al ones would indicate that a diversified sectoral structure has a negative impact 
on the symmetry of business cycles and vice versa. 

It is important to note that if trade integration has a negative effect on synchro-
nisation, then the mechanism of action might be sectoral structure. As predicted by 
classical models of international trade (Heckscher-Ohlin) as well as the New Eco-
nomic Geography literature inspired by Krugman (1979, 1980), increasing inter-
national trade might induce the increasing specialisation of sectoral structures. 
This in turn might negatively affect the degree of synchronisation, thus generating 
a negative indirect effect of trade integration that potentially counters or even off-
sets its positive direct effect. This view has been famously expressed by Krugman 
(1991), who predicted that the trade-induced regional concentration of industries 
in Europe could render the euro area a less suitable currency area. 

By analysing measures of distance and sectoral shares, Otto et al. (2001) find 
that similar industry structures are positively correlated with output co-movement. 
However, the results are not statistically significant. Testing for robustness con-
firms the fragility of the determinant as an important factor. In almost the same 
manner, Baxter and Kouparitsas (2005) and Böwer and Guillemineau (2006) con-
clude that structural similarity goes hand in hand with convergence, although the 
outcome is weak and generally not robust.  

In contrast, Imbs (2004) as well as García Herrero and Ruiz (2007) find clear 
evidence that similar production structures tend to reduce bilateral output fluctua-
tions. An interesting finding of Imbs (2004) is that the sectoral structure is gener-
ally more important for countries joining the euro area than for countries, like the 
UK, that did not enter. These countries tend to be more affected by idiosyncratic 
shocks. 

Akin (2007) finds that the differences in economic structure across countries 
have not shifted over time. Furthermore, developed countries are more diversified 
than less advanced economies, which in turn leads to the conclusion that the syn-
chronisation of business cycles is higher between industrialised countries. 

2.2.5 Financial Market Integration 

Despite the prominent role financial market integration has played in economic 
globalisation in past decades, in the context of international business cycle syn-
chronisation, it can be regarded as one of the determinants least researched in the 
existing literature. This can mainly be attributed not to a lack of interest in the 
matter itself, but to several methodological problems arising in empirical studies. 
These will be reviewed in detail in section 4.1.1. Nevertheless, some important 
venues for empirical research and also to a certain extent relevant results have 
emerged in the literature. 
From a theoretical point of view, the assessment of the effects of financial integra-
tion on business cycle synchronisation suffers from the fact that there are numer-
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ous possible direct and indirect effects that can also potentially contradict them-
selves. Furthermore, there are several interdependencies with other factors such as 
trade integration and the sectoral specialisation of production. These complex in-
teractions are well-documented by Imbs (2004), among others. Theoretical predic-
tions about the direct effect of financial integration on the synchronisation of out-
put movements are equivocal. First of all, a high degree of financial linkage 
between two countries can result in, say, a decline in aggregate demand in these 
countries due to a falling stock market in one country. Furthermore, financial dis-
turbances and crises can be propagated internationally by contagion effects in in-
tegrated financial markets, with negative effects both on demand (by affecting in-
come streams generated through investment positions) and on supply (by affecting 
supply of capital to potential investors) in all affected countries. Even though this 
latter effect seems to be more important in developing countries, the recent crisis 
in the US mortgage debt market and its international aftermath highlight the pos-
sibility for such internationally correlated effects in developed countries, including 
those of the EU. 

Aside from such direct effects, there are several indirect ways by which finan-
cial integration can potentially influence business cycle synchronisation. As illus-
trated in section 2.1.7, an increase in financial integration allows better interna-
tional risk sharing. Thus, it enables economies to have better insurance against 
sector-specific output shocks and provides incentives for sectoral specialisation in 
an economy’s production structure. This specialisation should in turn decrease the 
degree of international output synchronisation because the economies are exposed 
to different idiosyncratic shocks. On the other hand, by enhancing sectoral special-
isation, economies can exploit their respective comparative advantages better and 
engage in international trade. This in turn could result in a higher degree of busi-
ness cycle synchronisation, should the involved economies specialise in the same 
sectors and engage in intra-industry trade, or in a lesser degree of synchronisation, 
if mostly inter-industry trade takes place due to different specialisation patterns. In 
summary, from a theoretical point of view it is not clear whether these different 
direct and indirect effects offset each other and which effect dominates. 

Turning to the results of the empirical studies, one is presented with a rather 
mixed picture. Imbs (2004) concludes that while financial integration tends to in-
crease sectoral specialisation, its total effect on business cycle synchronisation is 
significantly positive. This direct positive effect is supported by Imbs (2006), who 
uses bilateral portfolio investment data, among other variables. The results of this 
study only partially support the positive indirect effects of financial integration on 
trade integration and specialisation. In addition, Imbs (2006) rejects the hypothesis 
that trade linkages lead to greater financial integration. Akin (2007) reports that a 
country’s general financial openness has a strong positive effect on its trade inte-
gration. Furthermore, the global financial integration measure that is used is found 
to have a weak positive but sometimes insignificant effect on business cycle syn-
chronisation, yet this effect is higher for countries with high financial openness. 
Otto et al. (2001) find several financial integration measures only have a signifi-
cant positive effect on the synchronisation of output movements in single equation 
estimates, but the results potentially suffer from an omitted variable bias. Partially 
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similar results are obtained in Otto et al. (2003). In this study, equity market inte-
gration is also found to have a statistically significant positive effect in a multivar-
iate framework. Bordo and Helbling (2003) attribute their inconclusive results re-
garding financial integration to data problems and do not reject the general idea 
that financial integration plays a role in determining synchronisation. Böwer and 
Guillemineau (2006) use a different approach; extreme bounds analysis. They find 
limited empirical support for the notion that bilateral capital flows (as proxied by 
bank flows) as well as differences of stock market indices play a role in determin-
ing business cycle synchronisation. 
The results of Kalemli-Ozcan et al. (2010) challenge the results of Imbs (2004, 
2006) and Akin (2007). In a novel panel-econometric approach using financial 
harmonisation in the EU as an instrumental variable for financial integration, the 
authors document a negative effect of banking market integration on synchronisa-
tion. They argue that Imbs and others do not correctly identify the causal effect of 
financial integration, and that, as a result, the finding of a positive effect is biased. 
This notion of a negative overall effect is corroborated by the results of García 
Herrero and Ruiz (2007). In a study of Spain, they provide evidence that financial 
integration, as measured by bilateral flows, can actually tend to reduce business 
cycle synchronisation. The authors attribute this to the fact that international fi-
nancial integration might allow economies to decouple their production patterns. 
As mentioned, this study is only undertaken for Spain and not for a cross-section 
of many countries. Alongside such studies that estimate the direct and indirect ef-
fects of financial integration, there are other studies, such as Kalemli-Ozcan et al. 
(2004), that specifically concentrate on the interdependence of financial integra-
tion and sectoral specialisation. In their study, Kalemli-Ozcan et al. also find a 
negative indirect effect of financial integration on business cycle synchronisation 
due to an enhancement of sectoral specialisation. 

In summary, the results of several previous studies seem to be supportive of the 
idea that in many cases financial integration promotes business cycle synchronisa-
tion, but sometimes this effect can be offset by indirect negative effects. Other 
studies such as Kalemli-Ozcan et al. (2010), however, come to opposing conclu-
sions. Due to these conflicting results, empirical research on this topic is far from 
arriving at a definitive consensus. In any case it should be noted that low degrees 
of business cycle synchronisation can be regarded as less harmful in the presence 
of functioning and highly integrated financial markets. By shifting resources in-
ternationally and inter-temporally, integrated financial markets enable risk sharing 
and the smoothing of consumption and therefore ultimately increase economic 
welfare. On the whole, one can conclude that further research, especially research 
that takes more appropriate data into account, is needed to shed light on the ques-
tion of the effects of financial integration. The investigation in section 4.1 pursues 
this line of inquiry. 
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2.2.6 Gravity Variables and Other Indicators 

Empirical studies on the determinants of business cycle correlations usually also 
include a set of gravity variables that serve as instruments in IV-based estimations 
in order to identify trade effects. In addition, gravity variables are used as control 
variables that influence synchronisation. Typical gravity variables that character-
ise “natural” similarities between countries are border and language dummies, ge-
ographical distance and relative country size in terms of population or the econo-
my, etc. A broad set of explanatory variables is used by Otto et al. (2001), who 
consider factors such as: the origin of legal system; accounting standards quality, 
using an index created by La Porta et al. (1998); structural economic reforms, us-
ing an index developed by Lehman Brothers; and openness to new technologies. 
Estimation results show that a higher quality of accounting standards, higher speed 
of technology adoption and a shared language are particularly important in estab-
lishing bilateral output correlations. In addition, a common border to have a sub-
stantial impact on business cycle synchronisation. 

Akin (2007) emphasises membership in a Free Trade Area (FTA) and primary 
commodity exportation as important determinants of cyclical similarity. Baxter 
and Kouparitsas (2005) focus on the similarity of export and import baskets, and 
factor endowments. These studies yield the following results: FTA membership 
and commodity export similarity turn out to be insignificant variables. The simi-
larity of trade baskets is negative and significant, but not robustly correlated to the 
convergence tendencies of business cycles. Other factor endowments with regard 
to (i) years of education, (ii) physical capital per worker and (iii) arable land per 
worker do not play an important role. 

Böwer and Guillemineau (2006) check the robustness of a broad set of explana-
tory variables for business cycle correlation across euro area countries. The study 
finds a significant negative relationship between differences in cross-country 
competitiveness and business cycle synchronisation. Labour market flexibility 
correlation is also negative (i.e. high differences in flexibility are associated with 
less symmetry), but not significant or robust. The gravity variable of distance turns 
out to be significant and has the expected sign (i.e. lower distance is correlated 
with higher convergence of cycles). On the other hand, the gravity variable of 
relative population size shows no clear sign of any significant correlation. 
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Table 1.  Literature summary on the determinants of synchronisation 

Authors Period Main determinants 
analysed 

Main conclusions 

Afonso and 
Furceri 
(2007) 

1980-2005  In an enlarged EMU the ability to 
smooth country specific shocks 
does not increase (only short and 
medium term considered). Busi-
ness cycle synchronisation and in-
ternational risk sharing are likely 
to increase with new EMU mem-
bers. 

Akin (2007) 1970-2003 Trade, financial 
openness, partner  
similarity, free trade 
area membership, ex-
change rate volatility, 
oil-import dependen-
cy 

Trade integration is the most im-
portant determinant of synchroni-
sation, financial integration has a 
weak positive effect, trade partner 
similarity has no effect. 
 

Angeloni and 
Dedola 
(1999) 

1970-97  In the last period synchronisation 
of output, stock market indices, 
aggregate and price increased. 

 
Artis and 
Zhang (1997, 
1999) 

1961-93  Synchronicity has grown under 
ERM regime, results suggest ex-
istence of a European cycle. 

Baxter and 
Kouparitsas 
(2005) 

1970 and 
1995 

Bilateral trade, total 
trade, sectoral struc-
ture, export/import 
similarities, factor 
endowment, gravity 
variables 

Bilateral trade is robust, industrial 
structure and currency union is not 
robust, distance is robust. 

Bergman 
(2004) 

1961:1-
2001:4 

Trade, monetary pol-
icy, fiscal policy, 
gravity variables 
(border, size, dis-
tance, EU member-
ship) 

EU country pairs more synchro-
nised than non-EU-country pairs. 
Correlation higher with flexible 
exchange rates. Positive effect 
through economic and monetary 
integration (last 10 years). 
Trade (+) 

Bordo and 
Helbling 
(2003) 

1880-2001 Global and idiosyn-
cratic shocks, supply 
and demand shocks, 
trade integration, as-
set market integra-
tion, exchange rate 
policy 
 

Secular trend of increasing syn-
chronisation. Global shocks domi-
nant factor, cycle volatility de-
clined, modest role of bilateral 
trade, financial integration delivers 
inconclusive result. No evidence 
for positive effect of membership 
in fixed exchange rate regime. 

Böwer and 
Guillemineau 
(2006) 

1980-2004 Bilateral trade, eco-
nomic specialisation, 
flow of bank assets, 
interest rate differ- 

Trade has a robust positive effect, 
monetary unions that foster intra-
industry trade thus can become 
endogenously optimal. Stock mar-
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ence, exchange rate 
volatility, fiscal defi-
cit, price competi-
tiveness, stock mar-
ket difference, 
geographical dis-
tance, labour market 
flexibility  

ket integration has robust positive 
impact on co-movement. 

Calderón et 
al. (2002) 

1960-99 Bilateral trade spe-
cialisation / sectoral 
structure using sever-
al gravity variables 

Trade has a positive impact on 
synchronisation (higher between 
industrialised countries). Asym-
metric production structure lowers 
correlation. 

Clark and 
van Wincoop 
(2001) 

1963-97 
(US-EU da-
taset),  
1970-92 for 
employment 
and 1982-
96 for GDP 
(EU re-
gions)  

Border, monetary and 
fiscal policy, geo-
graphical variables, 
production structure, 
trade 
 

First: cycle correlation within the 
US is much higher than cross-
country correlation in the EU. Se-
cond: these differences mostly re-
lated to borders between EU coun-
tries. Third: no significant drop 
recognisable in regard to the bor-
der factor. Finally: trade is the 
main factor that explains the bor-
der phenomena. 

Darvas and 
Szapáry 
(2005) 

1983-2002  Hungary, Poland and Slovenia 
achieved high synchronisation of 
GDP, industry and exports, not for 
consumption and services; other 
CEECs countries less or no syn-
chronisation; GDP synchronisa-
tion within EMU. 

Darvas et al. 
(2005) 

1964-2003 Fiscal divergence Fiscal convergence induces great-
er business cycle synchronisation. 

De Haan et 
al. (2002) 

1929-93, 
1950-96 

Trade, monetary in-
tegration 

US states: higher cycle synchroni-
sation not observed. German 
states: slightly higher synchronisa-
tion. OECD: Trade intensity and 
exchange rate volatility are factors 
for higher co-movement. 

Doyle and 
Faust (2002) 

1970-2002  No sign of a significant change in 
business cycle synchronisation. 
Higher correlation during reces-
sions than during recoveries. 

 
Frankel and 
Rose (1998) 

 
1959-93 

 
Bilateral trade inten-
sity 

 
Greater integration historically has 
resulted in more highly synchro-
nised business cycles. 

 1990-2003 Trade, financial link-
ages, similar produc-
tive structures, dis-
tance, language, 
access to sea costs, 

Similar productive structures (+), 
financial integration (-), trade in-
tegration (+), sectoral shocks (+), 
common policies (+). 
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member of euro area 
and EU, inflation dif-
ferentials, exchange 
rate volatility, land 
area, population, 
oil dependency 

Gayer (2007) 1975:3-
2007:1, 
1980:1-
2007:1 

 Since 1990s the growth in the euro 
area has narrowed considerably 
(except in 2002), maybe due to 
general decrease in volatility of 
business cycles. 

Gruben et al. 
(2002) 

1965-98 Intra- and inter-
industrial trade, spe-
cialisation 

No support for negative impact of 
specialisation on business cycles. 
High share of intra-trade may con-
tribute to more synchronisation 
since industry-specific shocks not 
dominate common demand 
shocks. 

Inklaar et al. 
(2005) 

1970-2003 Trade, specialisation, 
monetary policy, fis-
cal policy, financial 
integration 

Positive impact of trade integra-
tion as well as similar fiscal and 
monetary policies on business cy-
cle synchronisation. 

Imbs (2004) 1980-2000 
1960-2000 
1977-2001      

Trade integration, fi-
nancial integration, 
specialisation. Exog-
enous factors: geo-
graphical distance, 
linguistic similarity, 
common border 

Strong positive effect of intra-
industry trade, negative effect of 
specialisation, positive effect of 
financial integration. 

Imbs (2006) 1960-2000 Trade integration, fi-
nancial integration, 
specialisation 

Financially integrated economies 
tend to have more synchronised 
cycles, while the effect of finan-
cial integration on sectoral special-
isation remains unclear. 

Kalemli-
Ozcan et al. 
(2001) 

1963-93 
 

Specialisation Specialisation results in less corre-
lated output shocks, thus offsetting 
the impact of trade integration; 
output shocks do not necessarily 
cause asymmetric income shocks 
due to risk sharing. 

Kalemli-
Ozcan et al. 
(2010) 

1978-2007 Financial integration Positive effect of financial integra-
tion found in cross-sectional esti-
mations; negative effect found in 
panel estimations 

Massmann 
and Mitchell 
(2004) 

1960-2001  A long-run trend for rising corre-
lation between euro area business 
cycles; emergence of a common 
euro area business cycle not 
smooth and stable. 
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Otto et al. 
(2001) 

1960-2001 Trade intensity, equi-
ty return spreads, ex-
change rate volatility, 
FDI intensity, interest 
rate spreads, industry 
structure, legal sys-
tem, accounting 
standards, structural 
reform, openness to 
new technology, ad-
jacency, language 

Trade (+) and exchange rate vola-
tility (-) important. Significant 
variables: good accounting stand-
ards, similar legal system, com-
mon language, openness to tech-
nology. Insignificant variables: 
similar MP, bond market integra-
tion, industry structure and struc-
tural reform 

Otto et al. 
(2003) 

1960-2000 Trade intensity, fi-
nancial linkages 
(FDI, equity flows, 
bond market), 
monetary and ex-
change rate policy 

Trade, integration of equity mar-
kets, exchange rate stability, simi-
lar economic structure and speed 
of technological adoptation have 
positive effect on synchronisation. 
Bond market integration and FDI 
intensity increasingly important. 

Wynne and 
Koo (2000) 

1963-92 
1960-96 
1950-95 

 Significant positive correlation be-
tween EU-6. Employment less 
volatile than output. Higher corre-
lation between US districts com-
pared to EU-15 
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Table 2.  Literature summary on the determinants of synchronisation in US and Canada 

Author Period Considered/significant 
determinants  

Main conclusion 

Beine and 
Coulombe 
(2003) 

1961-2000 Similarity in produc-
tion structure (+, but 
no test for signifi-
cance), international 
and interprovincial 
trade (+, but no test for 
significance), persis-
tence of shocks (+, but 
no test for signifi-
cance). 

Heterogeneity among Canadian re-
gions concerning the synchronisa-
tion of the business cycle relative to 
the US, floating exchange rate be-
tween US and Canadian dollar not 
beneficial to Ontario and Québec 

Clark and 
van Win-
coop (2001) 

1963-97 Similarity in produc-
tion structure, bilateral 
and inter-regional 
trade (+), monetary 
and fiscal policy coor-
dination  

Business cycle correlations among 
US regions are significantly higher 
than among EU countries, differ-
ences are mostly related to Europe-
an borders, no drop in the border ef-
fect over time, trade can account for 
most of the observed border effect 

de Haan, 
Inklaar and 
Sleijpen 
(2002) 

1929-97 
(different 
subperiods 
for differ-
ent varia-
bles) 

Bilateral trade intensi-
ty (+), exchange rate 
volatility (-) 

Business cycles in the US states 
have become less synchronised, 
business cycles in the Western 
German states have become more 
synchronised 

Imbs (2004) 1960-2001 
(different 
subperiods 
are)  
 

Inter-industry trade 
(+), intra-industry 
trade (+), financial in-
tegration (+), similari-
ty in sectoral speciali-
sation (+) 

Business cycle synchronisation can 
be explained by all considered de-
terminants 

Partridge 
and Rick-
man (2005) 

1971-98 Volatility of the na-
tional cycle () 

Decline in synchronisation of US 
state business cycles over time, de-
cline in overall US volatility as 
primary reason 

Wakerly, 
Scott and 
Nason 
(2006) 

1965-2002 Equalisation entitle-
ment payments, re-
gional immigration 
flows, having hosted 
the Olympic games, 
similarity in prefer-
ences and technology 
(+), similarity in in-
dustrial structure, simi-
larity in labour market 
structure, common fis-
cal policy, money sup-
ply and demand 
shocks 

Asymmetry of Canadian regional 
output fluctuations, no findings of 
convergence for Canadian regions 



2.2  Determinants of Business Cycle Synchronisation      31 

Wynne and 
Koo (2000) 

1950-96 
(different 
subperiods 
are con-
sidered for 
different 
variables) 

- Generally lower standard deviations 
between cyclical components in the 
US than in the EU 
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3 Descriptive Analysis 

By Bas van Aarle, Marcus Kappler, Atilim Seymen, and Klaus Weyerstrass (The 
research paper: Weyerstrass, K., van Aarle, B., Kappler, M., and Seymen, A. 
(2011):  Business Cycle Synchronisation with(in) the Euro Area: in Search of a 
‘Euro Effect’, Open Economies Review, Vol.22, is partly based on this chapter). 

In this chapter, we investigate whether the symmetry of output fluctuations in the 
euro area economies has increased over time and whether this synchronicity has 
grown since the inception of the common currency, reflecting the possible occur-
rence of a “euro effect”. Evidence from countries outside the euro area is also con-
sidered. In particular, EU members outside the monetary union – the New Mem-
ber States (NMS), Denmark, Sweden and the UK – and the non-EU, OECD 
countries will be included in the study. We discuss measurement issues with re-
gard to business cycle synchronisation and convergence and we present a set of 
up-to-date stylised facts concerning business cycle characteristics in the euro area 
and beyond. A frequency domain analysis is also conducted which allows us to es-
timate dynamic business cycle correlations and leading and lagging relationships 
between the cycles of different countries. The main focus is on convergence with 
respect to the cyclical component of output. However, both real and nominal con-
vergence is needed in order for a common monetary policy to be efficient for all 
participants. We therefore look beyond output gaps by also analysing convergence 
of budget balances, inflation rates and real long-term interest rates. A section is 
devoted to identifying clusters of countries that share similar business cycle pat-
terns and another section compares regional business cycle conformity and con-
vergence in US states with the findings for the euro area. The final section offers 
summaries and conclusions to this chapter. 

3.1 Methods for Estimating the Cycle 

In order to decompose the trend and the cycle components from observed real 
output, we examine several parametric and non-parametric approaches that have 
been proposed by Massmann and Mitchell (2004). In addition, a full structural 
production function approach as employed by the OECD is considered. After 
providing a brief outline of each method, we illustrate the differences and similari-
ties of the outcomes by giving a synopsis of the estimated cycles for the aggregate 
real GDP of the 12 countries forming the euro area until the end of 2006 (euro ar-
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ea 12). The object of interest is whether the different methods produce similar as-
sessments of fluctuations of real changes in GDP from the estimated long-term 
trend or whether the different methods imply fundamentally different views on the 
development of the business cycle over time. 
 From the class of non-parametric methods, the most commonly used are the 

“band-pass filters” of Baxter-King (BK) and Christiano-Fitzgerald (CF), 
which eliminate the trend and irregular components of a time series while pre-
serving business cycle components. Both procedures are based on variations of 
two-sided moving averages to the time series and differ only in terms of the es-
timation of the weights given to the lead and lag components. Both filter vari-
ants require the specification of a typical cycle length, which we set at 1.5 to 8 
years. The band-pass filter of BK requires the specification of a finite-order 
moving average for extracting the high-frequency component. For quarterly da-
ta we employ a symmetric moving average of 12 quarters and for monthly data, 
a moving average of 36 months. The symmetry of the filter implies that obser-
vations will be lost from both the beginning and the end of the original sample, 
which can be regarded as a serious constraint. Thus, we use the CF filter, as the 
asymmetric version does not have this requirement and can be computed to the 
end of the original sample.3 Both filters are approximations of ideal filters and 
isolate the frequency, which can be set exactly prior to filtering.  

 The Hodrick-Prescott (HP) filter obtains the trend components of a time series 
after selecting the degree of smoothness for the trend. The central variable in 
this method is the smoothing parameter , which is used to input indirect as-
sumptions about the typical duration of the reference cycle in the computing 
procedure. If  is close to zero, the smoothed component is equal to the original 
time series. This corresponds to the assumptions of standard real business cycle 
theory, according to which all output movements are equal to fluctuations in the 
potential value. In contrast, very large values for  produce a smoothed compo-
nent that corresponds to a linear time trend and all actual output developments 
around this time trend are assigned to the cyclical component. In practice,  
values of 1600 for quarterly data and of 100 for annual data have become estab-
lished. In our calculations we use these standard parameters. 

 Also considered is a symmetric moving average (MA) for estimating a smooth 
trend component of the underlying series. The estimate of the cycle is the dif-
ference between the observations and the MA, which in our study is also set to 
12 quarters and 36 months, for quarterly and monthly data, respectively. The 
MA has the distinct advantage of being simple to compute and highly transpar-
ent. 

 A similar property holds for the first order difference (D1) of seasonally ad-
justed series and for the year-on-year difference (DIF4) of time series. Alt-
hough these transformations do not rely on a sophisticated statistical framework 
to decompose trend and cycle, they offer quite intuitive interpretations. Conse-

                                                           
 

3  Cf. Christiano and Fitzgerald (2003) for computational details. 
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quently, they are the transformations commonly referred to when new econom-
ic data are officially released and communicated by EUROSTAT. The basic as-
sumption of these differencing methods is that the secular component of the se-
ries is a random walk without drift, that the cyclical component is stationary 
and that that the two components are uncorrelated (cf. Canova, 1998). Howev-
er, the evident trend in the level of real GDP and industrial production ques-
tions the suitability of a random walk model with no drift for characterising the 
data generating process. 

 The linear regression model (TIM) assumes that output fluctuates around a 
deterministic trend and that deviations from the trend are stationary and may be 
interpreted as cycle. However, such an assumption is in contrast with the usual 
outcomes of unit root tests, which imply that GDP is integrated or difference 
stationary. Technically, the cycle measure of the TIM is the residual of a time 
trend regression and intercept on the target variable. Note that detrending an in-
tegrated economic time series neglects the changes in the growth component of 
the series and leads to an overestimation of the variance and persistence of the 
cyclical component. 

 An unobserved components model (UC) is also considered. The model as-
sumes that output can be decomposed in a trend, a cycle and an irregular com-
ponent. We use the same specification as Massmann and Mitchell (2004), who 
employ a smooth local linear trend model which goes back to Harvey (1993). 
In this model, the trend component is a second order random walk, while the 
cycle is specified as a trigonometric function. The cycle measure is the differ-
ence between the estimated trend and the actual output series. Model parame-
ters are estimated via the Kalman filter recursion and numerical optimisation of 
the likelihood function. The unobservable trend component is obtained with the 
aid of the fixed interval Kalman smoother.  

 The production function approach (PFA) of the OECD belongs to the class 
of multivariate methods for estimating the trend component of output and the 
output gap. It is a procedure which is only suited for decomposing real GDP. 
The concept of potential output is central to this method. It assumes that there is 
a macroeconomic production function that combines various input factors at 
any current level of available technology, and that potential output may be con-
ceived of as the output of an economy subject to a given quantity of non-
variable input factors and sustainable quantities of variable input factors. The 
PFA combines data on the potential labour input, the trend of total factor 
productivity and the capital stock with a production technology, typically of the 
Cobb-Douglas type.4 The PFA offers a broad view on the cyclical movements 
of GDP in the sense that it combines information from a broad set of macroe-
conomic key variables. For the project, we use the quarterly output gap series 
of the Economic Outlook regularly published by the OECD. 

                                                           
 

4  Beffy et al. (2006) explain the PFA procedure used by the OECD in detail. 
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3.2 Methods for Measuring Synchronicity 

Contemporaneous unconditional Pearson correlations computed either between 
the business cycles of individual countries and a reference country or computed as 
unconditional bilateral correlations are the most commonly employed measures 
for synchronicity (cf. table 1 in section 2). The first alternative allows one to ex-
amine whether a single country converges to a reference series – the euro area ag-
gregate, in our case – while the second alternative allow one to examine the dis-
persion of business cycle similarities over a group of countries. To check for 
convergence, correlations are typically computed over different time periods using 
a fixed or rolling sample window. In particular, the first and the second moments 
help assess whether convergence takes place: a rise in the mean of the correla-
tions computed over consecutive periods coupled with a simultaneous decrease in 
the variance of the correlations is considered as evidence of increased synchroni-
sation. In the case of rolling samples, outcomes can be sensitive to the considered 
window length over which correlations are computed (Gayer, 2007). The window 
length should be wide enough to leave sufficient observations to compute precise 
correlation coefficients but short enough to study the time-varying pattern of busi-
ness cycle correlations. In general, the optimal window size cannot be determined 
analytically but has to be determined from the outset.5   

Mink et al. (2007) propose measures which do not rely on the computation of 
averages over a time interval but instead allow the computation of synchronicity 
measures per observation. The two measures proposed by Mink et al. (2007) take 
differences in cycle amplitudes and synchronicity into account. The synchronicity 
measure directly builds on the estimated output gaps and is given by 
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in which tig  is the gap of country i in period t and tg is the gap of the reference 
variable (euro area GDP, for instance). N is the number of countries in the group. 
The synchronicity measure lies between -1 and 1 but is transformed to a uniform 
[0,1] scale in order to facilitate interpretation: the scaled measure t~  indicates the 
fraction of countries that have the same sign of the output gap of the reference cy-
cle in period t. We denote this measure MJH-SYNC below. If this measure is 
computed on a per-country basis (by omitting the summations in equation (1) and 
adding i-index to t ), the result is an index that takes the value -1 if the gap of 
country i has the opposite sign as the reference cycle in period t and 1 if it has the 
same sign.  

                                                           
 

5  Gayer (2007) remarks that “if the window length is shorter than the mean length of 
the cycle, small phase shifts between otherwise identical cycles can lead to systemat-
ic, but artificial, drops in the association measure at the turning points of the cycles”. 
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The second synchronisation measure also takes the similarity of cycle ampli-
tudes into account. It is computed as  
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By construction, an increase in t  signals an increase in business cycle co-
movement. This measure is based on a scaled distance between output gaps of the 
country group and the reference cycle and may also be computed on a per-country 
basis in order to express the scaled distance between individual countries and a 
reference series. The co-movement measure t  will be denoted MJH-COM in 
what follows.  

Most studies on business cycle synchronisation use correlation coefficients to 
characterise co-movement between output gaps, since correlation analysis pro-
vides an appropriate assessment of cyclical synchronisation. De Haan et al. 
(2005), for instance, review other procedures which involve coherence measures, 
phase-adjusted correlations or concordance indices as in Harding and Pagan 
(2002), and diffusion indices that measure the share of countries in recessions if a 
certain area is in a recession.  

However, a drawback of analysing time-varying correlations in a descriptive 
manner is that such an approach cannot assess whether an observed increase in 
correlations may be regarded as convergence from a statistical point of view. 
Massmann and Mitchell (2004) propose a test for convergence which is suited for 
assessing the significance of an observed trend in time-varying synchronisation 
measures for a group of countries. The test runs a regression of a time trend and an 
intercept on a vector of correlation coefficients in a dynamic panel data model. If 
convergence is taking place, a significant time trend will be observed. A similar 
regression approach can be undertaken with the standard deviations of correlation 
coefficients to test if homogeneity in terms of business cycle synchronisation has 
increased (or decreased) over time and particularly since 1999. We will leave this, 
however, to future work. A regression technique to test for convergence may also 
be applied to the co-movement (1) and synchronisation (2) measures. In section 
3.4 we will use this approach to test whether cyclical convergence or divergence 
in the euro area can be verified. 

3.3 Cycle Measures for Euro Area GDP  

We start the descriptive analysis with a synopsis of the different measures for the 
cycle of aggregate GDP for the euro area. The considered procedures are outlined 
in section 3.1.  
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Figure 1 shows the time series graphs of the euro area business cycle over the 
period from 1970Q1 to 2007Q3, according to the different approaches outlined 
above.6 The shaded areas highlight the periods of recession that have been identi-
fied by the CEPR Business Cycle Dating Committee and which have been updated 
for the periods after 2003Q3 with the aid of the Harding and Pagan (2002) dating 
rule. Table 3 contains a set of summary statistics which characterise these 
measures that have been computed over the common sample from 1991Q1 to 
2007Q3. Visual inspection clearly demonstrates the sensitivity of the cycle to 
measurement.  

Fig. 1. Cycle estimates for euro area GDP  
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Notes: BK=Baxter-King, CF=Christiano-Fitzgerald, D1=first differences, DIF4=year-on-
year differences, HP=Hodrick-Prescott, MA=moving average, PFA=production function 
approach, TIM=linear regression model, UC=unobserved components model. 
                                                           

 
6  For computation of the symmetric Baxter-King (BK) filter and the symmetric moving 

average (MA), the sample has been extended to 2009Q4 by inclusion of GDP projec-
tion from the OECD Economic Outlook. Note that the BK filter loses 12 quarters of 
observations at either side of the sample, while the MA filter reduces the sample by 6 
quarters. 
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Table 3. Summary statistics of euro area cycle measures 

 BK CF D1 DIF4 HP MAC PFA TIM UC 

 Mean -0.00 -0.00  0.01  0.49 -0.04  0.00 -0.36  0.33  0.00 

 Median -0.21 -0.05 -0.00  0.53 -0.22  0.02 -0.84  0.15  0.02 

 Maximum  1.57  1.07  4.14  1.26  1.98  1.49  2.57  4.42  0.56 

 Minimum -1.59 -1.47 -2.65 -0.69 -1.58 -1.22 -2.36 -2.48 -0.30 

 Std. Dev.  0.81  0.65  1.14  0.39  0.88  0.52  1.41  1.77  0.14 

 Skewness  0.48 -0.26  0.38 -0.52  0.57  0.01  0.70  0.60  0.43 

 Kurtosis  2.48  2.45  4.71  3.69  2.51  3.08  2.19  2.83  5.41 

          

 Jarque-Bera  3.22  1.55  9.29  4.11  4.09  0.02  6.96  3.91  17.44 

 Probability  0.20  0.46  0.01  0.13  0.13  0.99  0.03  0.14  0.00 

Notes: Sample period is from 1991Q1 to 2006Q4. See also notes to figure 1. 

Table 4. Correlations of cycle measures 

Correlation BK CF D1 DIF4 HP MAC PFA TIM UC 

BK  1.00         

CF  0.80 1.00        

D1  0.01 0.02 1.00       

DIF4  0.12 0.15 0.12 1.00      

HP  0.98 0.74 0.00 0.19 1.00     

MAC  0.89 0.84 -0.00 0.28 0.89 1.00    

PFA  0.92 0.54 -0.00 0.12 0.95 0.74 1.00   

TIM  0.78 0.44 -0.01 -0.01 0.79 0.63 0.82 1.00  

UC  0.39 0.45 -0.02 0.46 0.48 0.73 0.34 0.27 1.00 

          

Probability BK CF D1 DIF4 HP MAC PFA TIM UC 

BK  -----         

CF  0.00 -----        

D1  0.92 0.89 -----       

DIF4  0.33 0.23 0.34 -----      

HP  0.00 0.00 0.97 0.13 -----     

MAC  0.00 0.00 0.99 0.03 0.00 -----    

PFA  0.00 0.00 1.00 0.33 0.00 0.00 -----   

TIM  0.00 0.00 0.96 0.93 0.00 0.00 0.00 -----  

UC  0.00 0.00 0.85 0.00 0.00 0.00 0.01 0.03 ----- 

Notes: The p-values reported are for testing the hypothesis that a single correlation coef-
ficient is equal to zero. Sample period is from 1991Q1 to 2006Q4. See also notes to figure 
1. 
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The cycles from the band pass filters (BK and CF), the HP, the PFA, the MA 
and the TIM show similar patterns that are formally confirmed by the correlation 
coefficients (see table 4). The first and fourth order differences (D1 and DIF4) of 
real euro area GDP and the unobserved components model (UC) produce cycle 
patterns that are generally more volatile than the outcomes of the other methods. 
The mean of the DIF4 and the TIM is positive implying that these procedures gen-
erate more positive than negative output gaps, while the PFA cycle is even nega-
tive on average over the common sample period (see table 3). However, the other 
procedures generate output gaps that (on average) cancel out. The maximum and 
minimum values of the gap measures illustrate the differences in amplitudes. The 
highest positive gap is estimated by the linear regression model (TIM) and this 
procedure also generates the lowest gap. Consequently, the TIM yields the cycle 
with the largest standard deviation. Overall, this exercise confirms the well-
documented fact that our picture of the cycle mainly depends on how the cycle is 
measured (Massmann and Mitchell, 2004, Canova, 1998). This clearly advises us 
not to focus our attention on just one measure of the business cycle when looking 
for convergence. Therefore, whenever sensible, we look at several approaches for 
estimating the cycle to assess and test for synchronisation and convergence.  

3.4 Stylised Facts on Synchronisation in the Euro Area 

In this section we provide an up-to-date perspective on synchronisation and con-
vergence in the euro area. While the broadest view of the business cycle is certain-
ly provided by real GDP, many studies focus on industrial production indices as a 
proxy due to monthly data availability. Some even argue that one should look at 
stationary business and consumer survey data to circumvent the problem associat-
ed with the identification of the cyclical component from trending statistical data 
(Gayer and Weiss, 2006). The variable we use in the first step is real GDP for the 
12 Member States of the euro area.7 In order to check the robustness of the results 
to alternative measurements of the cycle, the different approaches for separating 
cycles from trend as outlined in section 3.1 are considered. 

A window length of 6 years has been chosen for computation of the correla-
tions over a fixed rolling window. This length is approximately in line with the 
average duration of completed business cycles for the euro area since 1970 (cf. 
figure 1). The averages of the correlations over the fixed rolling window (solid 
line) are shown in figure 2 together with the average correlations for a fixed ob-
servation period with the same length (dotted line). The rolling correlations refer 
to the end points of the windows, i.e. they compute the average correlation over 
the past window length. We focus on unweighted correlations and do not consider 
a weighting of correlation coefficients by country size as this would bias outcomes 

                                                           
 

7  Lack of data availability prevents us from considering the new euro area members 
Slovenia, Malta and Cyprus in this more long-term oriented exercise. 
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mostly to the three large euro area economies. Gayer (2007) reports that the 
weighting of countries does not qualitatively alter findings. 

Figure 2 shows that all cycle measures suggest a decrease in synchronisation 
for the recent past according to the rolling correlation measures. The dotted lines 
which represent average correlations for three non-overlapping periods of equal 
length – 1989Q1 to 1994Q4, 1995Q1 to 2000Q4 and 2001Q1 to 2006Q4 – show 
for most cycle estimates that business cycle synchronisation is at a high level and 
is steady over subsamples. The CF cycles imply a jump of synchronisation in the 
mid-1990s which is not observed for the other cycle measures. The drop in corre-
lation that took place in 1997 coincides with the Asian emerging market crisis 
which had fairly diverse effects on the individual euro area countries (Gayer, 
2007). This drop is captured by nearly all cycle estimates except for the one based 
on the fourth difference transformation. The final stage of the EMU – with the in-
troduction of the euro in January 1999 – is accompanied by an increase in syn-
chronisation. This well-known finding also emerges clearly in figure 2. Since 
2003 a decrease in correlations can be observed, which seems not to have stopped 
yet. None of the cycle measures considered points upwards at the end of the sam-
ple.  

Fig. 2. Mean of euro area correlations over a 6 year rolling window 
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Notes: 6 year rolling window (solid line) and a fixed period of 6 years (dotted line). See al-
so notes to figure 1. 

The variance measures depicted in figure 3 support the previous findings. If an 
increase in mean correlation is found, it is typically accompanied by a decrease in 
dispersion and vice versa. In order to check the sensitivity of correlations out-
comes to the window length, we repeated the exercise for a rolling window and a 
fixed sample of 4 years. The implication that synchronisation has declined since 
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2003 remains unchanged. Again, this conclusion is to a certain degree robust to 
the methodological choice of cycle measurement. 

Fig. 3. Variance in euro area correlations over a 6 year rolling window 
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Notes: 6 year rolling window (solid line) and a fixed period of 6 years (dotted line). See al-
so notes to figure 1. 

Fig. 4. Mean of euro area correlations over a 4 year rolling window 
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Notes: 4 year rolling window (solid line) and a fixed period of 4 years (dotted line). See al-
so notes to figure 1. 
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Fig. 5. Variance of euro area correlations over a 4 year rolling window  
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Notes: 4 year rolling window (solid line) and a fixed period of 4 years (dotted line). See al-
so notes to figure 1. 

Fig. 6. Correlations of Member States vis-à-vis the euro aggregate 
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Notes: 6 years rolling window. CF filter based business cycles. 



44      3  Descriptive Analysis 

 

However, this broad picture of the development of mean correlations masks 
trends on the individual country level. Figure 6 shows the evolution of the correla-
tions of the individual euro area countries vis-à-vis the euro area aggregate. The 
correlations are based on cycles which have been computed with the CF filter. 
These correlations basically confirm the results of previous studies, which show 
that particularly Greece and Portugal have had business cycles that have been un-
coupled from the cycles shared by the larger European countries in recent years. 
Figure 7 and figure 8 show the synchronisation and co-movement measures pro-
posed by Mink et al. (2007). These measures represent an alternative approach for 
assessing the degree of similarity in business cycles between countries that build 
on the signs of the output gaps (MJH-SYNC) and the distances between output 
gaps (MJH-COM). We use the output gap of the euro area 12 aggregate as the ref-
erence cycle. In order to reveal underlying trends in these measures, which are 
computed on a per-observation basis, a 6-year backward moving average of the 
MJH-SYNC and MJH-COM measure is included in the figures. The dashed lines 
in the graph show the five per cent critical values obtained from the simulation 
study by Mink et al. (2007).8  Both measures fluctuate considerably over time and 
again illustrate that business cycle synchronicity is a dynamic rather than a static 
feature. 

Fig. 7. MJH-SYNC together with a 6 year backward moving average 
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Notes: Five per cent critical values (---). See also notes to figure 1. 

                                                           
 

8  Values above these lines indicate that the estimated synchronisation and comovement 
measures are significantly different from a situation in which the business cycles fluc-
tuate independently from one another. 
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In the case of synchronicity, figure 7 shows that all considered cycle measures 
lead to a fairly high level of synchronicity. The minimum and maximum values 
for the moving averages are 0.50 and 0.85, implying that most of the time the ma-
jority of the euro area countries have an output gap with the same sign as the euro 
area reference cycle.  

Figure 8 displays the co-movement measure. Note that, by construction, this 
measure is bounded by zero from above. The results mirror the outcomes for the 
synchronisation measure. The measure is insignificant for many periods, particu-
larly for the CF, MA and TIM detrending methods, yet is significant for the DIF4, 
HP and BK methods most of the time. For both similarity indices, it is difficult to 
detect a clear trend in the data that would imply convergence or divergence. In or-
der to address this problem, we run a regression to check for the presence of a lin-
ear trend in these business cycle synchronicity measures. 

Fig. 8. MJH-COM together with a 6 year backward moving average 
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Notes: Five per cent critical values (---). See also notes to figure 1. 

3.4.1 A Statistical Test of Convergence 

The test is based on the sign and significance of the coefficient  in the regression 
ρ
tρρt εtθcρ  , in which t is a linear time trend. A positive and significant coef-

ficient indicates that synchronicity has risen over time and that convergence has 
taken place. In the exact same manner, the test is run by replacing t with the co-
movement measures γt in order to test if convergence with respect to decreasing 
output gap distances can be detected. 

Table 5 and table 6 present results of the convergence tests for three sample pe-
riods: (i) the complete observation period from 1973Q1 to 2006Q1, (ii) the period 
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from 1980Q1 to 1998Q4 prior to the introduction of the euro which covers im-
portant developments towards European integration (completion of the Single 
Market Program, Treaty of Maastricht), (iii) the period from 1999Q1 to 2006Q1, 
which marks the introduction of the euro. Again, to check for the robustness of re-
sults several cycle measures are considered. Over the complete sample period, the 
regressions, which are based on the synchronisation index, yields for four out of 
six cycle measures a positive time trend (cf. column 2 of table 5). However, only 
the estimate of the convergence parameter y for the year-on-year differences of 
GDP (DIF4) is significant; the other estimates imply that neither convergence nor 
divergence of synchronicity is statistically supported. For the period from 1980Q1 
to 1998Q4, the DIF4-based synchronisation measure is again positive and signifi-
cant while the TIM-based measure is negative and significant. For the last period, 
the latter measure again points to divergence. 

Table 5. Test for convergence based on MJH-SYNC 

Cycle measure 1973Q1 - 2006Q4 1980Q1 - 1998Q4 1999Q1 - 2006Q4 
BK  0.00046 (0.44)  0.00015 (0.92)  0.00060 (0.90) 
CF -0.00042 (0.53)  0.00105 (0.46) -0.00351 (0.42) 
DIF4  0.00078 (0.08)  0.00218 (0.04) -0.00049 (0.79) 
HP  0.00083 (0.14)  0.00015 (0.91) -0.00170 (0.76) 
MA  0.00035 (0.50)  0.00127 (0.21) -0.00028 (0.95) 
TIM -0.00079 (0.26) -0.00375 (0.01) -0.00949 (0.04) 

Notes: Entries display ˆ
ρθ  estimates. P-values are in parenthesis. The p-values  

are based on heteroskedasticity and autocorrelation consistent standard errors.  

See also notes to figure 1. 

Turning to the co-movement based regressions, for the last two subsamples on-
ly the TIM cycle results in a significant coefficient estimate, but the sign is nega-
tive both for the 1980Q1 to 1998Q4 and for the 1999Q1 to 2006Q4 samples. The 
overall conclusion from this analysis is that business cycle convergence in terms 
of an increase in coinciding output gap signs as well as with respect to output gap 
distances is hardly supported by the data. 

Table 6. Test for convergence based on MJH-COM 

Cycle measure 1973Q1 - 2006Q4 1980Q1 - 1998Q4 1999Q1 - 2006Q4 
BK  0.00026 (0.76) -6.3E-05 (0.97) -0.00337 (0.76) 
CF -0.00089 (0.27)  0.00154 (0.31) -0.00558 (0.43) 
DIF4  0.00045 (0.61)  0.00274 (0.11) -0.00205 (0.73) 
HP  0.00088 (0.28)  0.00080 (0.62) -0.00337 (0.69) 
MA  0.00053 (0.42)  0.00148 (0.19) -0.00348 (0.53) 
TIM -0.00096 (0.15) -0.00268 (0.01) -0.01361 (0.00) 

Notes: Entries display ˆ
ρθ estimates. P-values are in parenthesis. The p-values  

are based on heteroskedasticity and autocorrelation consistent standard errors.  

See also notes to figure 1. 
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3.5 Stylised Facts on Synchronisation in Non-Euro Area 
Countries 

As discussed in the previous sections, business cycle synchronisation and macroe-
conomic convergence in general are – amongst many other factors – key require-
ments for the good function of a monetary union like the euro area. The function-
ing of the euro and the euro area is not only crucial for its member countries, but 
also for countries outside the euro area due to their economic linkages with the eu-
ro area. In fact, important questions could well be posed, such as: Has the intro-
duction of the euro affected business cycle synchronisation within the euro area 
and between the euro and non-euro countries, both inside and outside the EU? 
What role do global convergence and synchronisation play? In this vein, we ana-
lyse business cycle synchronisation of other countries in relation to the euro area. 
In line with the findings of the analysis in the previous section, there could be 
many reasons why the degree of business cycle synchronisation of these other 
countries with the euro area has changed over time, including, among other things, 
the actual introduction of the euro area on January 1, 1999. Within the group of 
the non-euro countries we distinguish two subgroups: (i) the group of EU coun-
tries that are currently not members of the euro area (NMS, Denmark, Sweden and 
the UK)9 and (ii) the group of non-EU OECD countries.  

It is of interest to see how both groups may be synchronised with the euro area 
and how their synchronisation may have been affected by the creation of the euro 
area. For the first group, an additional and important aspect is that entering the eu-
ro area at some point in time is a real option/obligation. The analysis of this group 
could be undertaken from the perspective of the OCA, where a sufficient degree of 
business cycle synchronisation is one of the criteria. For the second group, adopt-
ing the euro is not an option. Nevertheless, it is  also important to assess the de-
gree of business cycle synchronisation of these countries with the euro area and to 
know if the introduction of the euro has had an effect. In the literature on business 
cycle synchronisation, the role of economic integration on business cycle conver-
gence has been analysed first and foremost, and evidence of a positive relationship 
has been found; see in particular Frankel and Rose (1998), Imbs (2004) and Baxter 
and Kouparitsas (2005). 

In this section we will build on the results of the previous section, asking simi-
lar questions concerning business cycle synchronisation and applying similar 
methodologies. In particular we analyse if there has been any change in business 
cycle synchronisation related to the introduction of the euro. To do so, we com-
pare business cycle synchronisation before and after the introduction of the EMU, 
analyse the cross-regime behaviour of business cycles and consider global busi-

                                                           
 

9  Slovenia entered the euro area on 1 January 2007, Cyprus and Malta on 1 January 
2008, but for consistency and comparability we treat these three countries here as if 
they have not yet entered the euro area, such that euro area in this section always re-
fers to euro area 12. 
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ness cycle convergence and its link to synchronisation in the euro area. We also 
take a brief look at business cycle volatility since volatility could also be related to 
business cycle synchronisation. Concretely, we analyse whether business cycles 
have become less volatile and more synchronised in the world. It is possible that 
there are links between regional and global business cycle volatility and synchro-
nisation: growing trade and financial integration of economies synchronises the ef-
fects of global shocks via cross-country output spillovers.  Asymmetric shocks are 
partly absorbed by trade spillovers and more strongly shared globally in the case 
of higher integration. Thus, global integration is likely to contribute to lower vola-
tility and higher synchronisation of business cycles on average. The IMF (2007) 
finds that trade integration has contributed positively to the observed decline of 
business cycle volatility for a sample of 78 countries during the period from 1970 
to 2005. 

In our study, the trend-cycle decomposition is achieved by taking (a) the HP fil-
ter and (b) year-to- year growth rates (DIF4). Note that in the case of the NMS the 
calculation of output gaps and other detrended variables is even more problematic 
than in the case of euro area countries: sample sizes are generally shorter, data less 
accurate, structural breaks omni-present and a long-run steady state of the econo-
my not well defined. Despite such limitations, it is assumed that our data do ap-
proximate to a certain extent the true economic conditions. To obtain some degree 
of robustness in our results we include both growth rates and de-trended variables 
based on the HP filter in the analysis. Figure 9 shows for all countries the output 
gap and GDP growth rate. In most cases both measures of the business cycle seem 
comparatively similar, such that we can expect our results to be somewhat robust.  

One important aspect that we analyse first is whether business cycle volatility 
has changed. In recent studies, several authors have found that business cycle vol-
atility has tended to decline since the mid-1990s. Evidence has been found in par-
ticular for lower volatility in the US (where it has been dubbed the “Great Mod-
eration” by Blanchard and Simon, 2001), but this decline in business cycle 
volatility seems also to have had more global dimensions. Various explanations 
have been proposed to explain this observed decline in volatility, including higher 
trade and financial integration, lower exchange rate and terms-of-trade volatility, 
increasing consumption smoothing, better monetary and fiscal management, a 
“good-luck” factor in the sense of smaller and less frequent macroeconomic 
shocks, as well as technical and institutional aspects such as more efficient inven-
tory management and deregulation. Taken all together, these developments can be 
expected to explain the observed increased stability of business cycles in many 
countries and of the global economy as a whole. Overall, there is no clear consen-
sus on the relative importance of each of these factors for the drop in business cy-
cle volatility (neither with regard to the US or the euro area). 

For the euro area an additional aspect may be taken into consideration, namely 
the possibility that the creation of the euro itself has contributed to a change in 
business cycle volatility. Obviously, that would be an important finding since it 
would mean that adopting the euro has led to a shift in business cycle volatility in 
the euro area countries, apart from other factors that may play a role, such as a 
global shift in business cycle volatility. 
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Fig. 9. Output gaps (GAP) and real GDP growth rates (PCRGDP) 
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(c) non-EU countries 

 
Whether the introduction of the euro has had a negative, no, or positive effect 

on business cycle volatility is again an empirical question similar to that concern-
ing the euro’s effect on business cycle synchronisation. From a theoretical per-
spective there could be reasons for both positive effects (i.e. on macroeconomic 
policy management; effects stemming from integration) and negative effects (i.e. 
less national coordination of monetary and fiscal policy; loss of exchange rate as 
shock absorber in the case of asymmetric shocks; the "increased specialisation" 
argument). Similar to our analysis of the role of the creation of the euro area on 
business cycle synchronisation, we are interested here is knowing if there is a “eu-
ro effect” on business cycle volatility. We can determine business cycle volatility 
in the euro area and the other countries in our sample in a straightforward manner: 
Figure 10 summarises the stylised facts about business cycle volatility. To proxy 
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business cycle volatility we calculate both the standard deviation of the output gap 
(a) and real GDP growth rates (b).10 

Fig. 10. Business cycle volatility 
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Notes: real GDP growth rates (a) and output gaps (b), 1980-2007. 

For most countries, business cycle volatility is somewhat lower in the period 
1999-2007 compared to the period 1990-98 and to the period 1980-89, to the ex-
tent that data are available for this latter period. Thus there is indeed some tenden-
cy towards declining business cycle volatility which may in the euro area be at-
tributable to some degree to the introduction of the euro. At the same time, the 
volatility of many non-euro countries and of the aggregate OECD business cycle 
has fallen since 1990, pointing to a global dimension in this process of declining 
volatility. Compared to the US, the reduction in business cycle volatility is actual-
                                                           

 
10 In their analysis of business cycle volatility in Germany, Buch et al. (2004) also use 

these two measures. Evidence is found for a small decline in volatility of the German 
business cycle since the early 1990s. 
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ly smaller in the euro area. In most cases the observed changes are not so large, 
exceptions being in particular Finland, most NMS, Korea and Mexico. The ob-
served heterogeneity between euro area countries in the size of the reduction in 
business cycle volatility has also been noted by the European Commission (2007) 
in its analysis of business cycle volatility in the euro area. Results also vary 
somewhat depending on whether output gaps or real GDP growth rates are used, 
e.g. in the case of Ireland, Latvia and Slovakia.  

Table 7. Correlations of output gaps 

Austria B elg ium G ermany S pain F inland F rance G reece Ireland Italy L uxemburg Netherlands P ortugal E uro Area O E C D
Austria 1.00
Belgium 0.92 1.00
G ermany 0.81 0.71 1.00
S pain 0.90 0.80 0.87 1.00
F inland 0.89 0.85 0.84 0.81 1.00
F rance 0.88 0.87 0.73 0.89 0.80 1.00
G reece 0.19 0.22 0.07 0.13 0.21 0.16 1.00
Ireland 0.46 0.50 0.57 0.47 0.53 0.49 -0.01 1.00
Italy 0.80 0.77 0.90 0.86 0.84 0.79 0.16 0.54 1.00
L uxemburg 0.81 0.74 0.78 0.80 0.72 0.79 0.05 0.44 0.65 1.00
Netherlands 0.86 0.81 0.90 0.90 0.83 0.83 0.07 0.44 0.89 0.75 1.00
P ortugal 0.75 0.65 0.74 0.78 0.66 0.74 -0.02 0.35 0.75 0.68 0.81 1.00
E uro Area 0.92 0.85 0.95 0.95 0.91 0.88 0.14 0.57 0.93 0.83 0.94 0.80 1.00
O E C D 0.87 0.91 0.62 0.73 0.83 0.86 0.26 0.46 0.61 0.78 0.69 0.55 0.77 1.00  

B ulgaria C yprus C zech R ep DenmarkE s tonia Hungar UK L atvia L ithuania Malta P oland R omania S lovakia S lovenia S weden E uro Area OE C D
B ulgaria 1.00
C yprus -0.01 1.00

C zech R ep 0.06 0.34 1.00
Denmark 0.21 0.84 0.27 1.00
E s tonia 0.29 0.47 0.53 0.57 1.00
Hungary 0.10 0.35 -0.22 0.38 0.00 1.00
UK 0.20 0.28 -0.53 0.37 0.02 0.41 1.00
L atvia 0.01 0.77 0.44 0.73 0.49 0.07 0.32 1.00
L ithuania -0.37 -0.04 0.04 0.08 0.03 -0.04 0.06 0.37 1.00
Malta -0.30 0.43 0.53 0.52 0.39 -0.01 -0.09 0.68 0.61 1.00
P oland 0.26 0.43 -0.40 0.60 0.29 0.48 0.85 0.35 0.06 0.06 1.00
R omania 0.42 0.29 0.02 0.28 0.48 0.13 0.34 0.19 -0.36 -0.14 0.41 1.00
S lovakia -0.41 -0.03 0.18 -0.14 -0.34 -0.11 -0.30 -0.09 0.09 0.22 -0.26 -0.32 1.00
S lovenia 0.16 0.47 0.29 0.54 0.43 0.01 0.10 0.32 -0.26 0.27 0.30 0.25 -0.10 1.00
S weden 0.22 0.68 0.11 0.84 0.50 0.47 0.60 0.65 0.11 0.40 0.77 0.36 -0.14 0.49 1.00
E uro Area 0.29 0.74 0.16 0.77 0.53 0.23 0.66 0.86 0.20 0.42 0.58 0.36 -0.30 0.37 0.79 1.00
O E C D 0.21 0.63 -0.15 0.75 0.43 0.62 0.76 0.51 0.11 0.25 0.80 0.36 -0.26 0.36 0.90 0.77 1.00  

Australia C anada S witzerland Iceland J apan K orea Mexico Norway New Z ealand T urkey US A E uro Area O E C D
Australia 1.00
C anada 0.23 1.00
S witzerland 0.05 0.77 1.00
Iceland -0.13 0.50 0.52 1.00
J apan 0.19 0.45 0.52 0.34 1.00
K orea 0.55 0.43 0.34 -0.21 0.06 1.00
Mexico 0.22 0.88 0.82 0.49 0.61 0.29 1.00
Norway 0.29 0.41 0.58 0.44 0.37 0.21 0.51 1.00
New Z ealand 0.49 -0.23 -0.59 -0.27 -0.12 0.08 -0.36 -0.10 1.00
T urkey 0.48 0.34 0.10 0.18 0.56 0.12 0.39 0.17 0.27 1.00
US A 0.36 0.73 0.60 0.52 0.69 0.12 0.86 0.48 -0.17 0.61 1.00
E uro Area 0.03 0.71 0.92 0.32 0.45 0.34 0.79 0.43 -0.53 -0.03 0.48 1.00
O E C D 0.32 0.81 0.83 0.47 0.76 0.28 0.95 0.53 -0.32 0.50 0.91 0.77 1.00  
Notes: Common sample 2000:I-2007:II. Own calculations from OECD and Eurostat data. 

As previously discussed in section 3.1, the analysis of business cycle synchro-
nisation relies on various measures to determine business cycle synchronisation 
between countries. Table 7 and 8 provide the contemporaneous correlations of 
output gaps and real GDP growth rates of the euro area-12 countries, the NMS and 
the group of non-EU countries. We display bilateral correlations and correlations 
with the euro area aggregate and the OECD aggregate (approximating here the 
“global economy”). 
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Table 8. Correlations of real GDP growth rates (y-to-y) 

Austria B elgium G ermany S pain F inland F rance G reece Ireland Italy L uxemburg Netherlands P ortugal E uro Area O E C D
Austria 1.00
B elg ium 0.83 1.00
G ermany 0.73 0.53 1.00
S pain 0.74 0.40 0.78 1.00
F inland 0.79 0.74 0.78 0.60 1.00
F rance 0.64 0.64 0.50 0.54 0.62 1.00
G reece -0.09 -0.08 -0.14 -0.02 0.10 0.15 1.00
Ireland 0.15 0.32 0.33 0.15 0.34 0.27 -0.05 1.00
Italy 0.54 0.52 0.77 0.68 0.74 0.62 0.20 0.43 1.00
L uxemburg 0.55 0.43 0.57 0.41 0.37 0.46 -0.23 0.19 0.29 1.00
Netherlands 0.72 0.58 0.86 0.83 0.74 0.70 -0.03 0.25 0.86 0.50 1.00
P ortugal 0.31 0.15 0.45 0.35 0.25 0.36 -0.10 0.09 0.43 0.45 0.61 1.00
E uro Area 0.82 0.68 0.95 0.81 0.85 0.71 -0.02 0.35 0.87 0.57 0.94 0.49 1.00
O E C D 0.79 0.87 0.46 0.31 0.71 0.68 0.08 0.25 0.35 0.59 0.44 0.08 0.60 1.00  

B ulgaria C yprus C zech R ep Denmark E stonia Hungary UK L atvia L ithuania Malta P oland R omania S lovak R ep S lovenia S weden E uro Area OE C D
Bulgaria 1.00
C yprus 0.13 1.00
C zech R ep 0.10 0.50 1.00
Denmark 0.33 0.73 0.49 1.00
E stonia 0.43 0.37 0.49 0.64 1.00
Hungary -0.47 0.17 -0.22 0.08 -0.13 1.00
UK 0.20 -0.10 -0.63 -0.01 0.00 0.30 1.00
L atvia 0.09 0.70 0.51 0.60 0.39 -0.09 -0.03 1.00
L ithuania -0.38 -0.46 -0.14 -0.39 -0.20 0.10 -0.05 -0.02 1.00
Malta -0.07 0.35 0.68 0.64 0.48 0.11 -0.32 0.51 0.16 1.00
P oland 0.49 0.17 -0.25 0.51 0.43 0.11 0.68 0.10 -0.30 0.12 1.00
R omania 0.48 0.39 0.00 0.29 0.33 0.00 0.48 0.32 -0.41 -0.13 0.49 1.00
S lovak R ep 0.27 0.31 0.36 0.49 0.20 0.01 -0.11 -0.03 -0.47 0.43 0.44 0.15 1.00
S lovenia 0.44 0.41 0.44 0.78 0.69 -0.21 0.01 0.37 -0.53 0.54 0.61 0.35 0.65 1.00
S weden 0.40 0.40 0.36 0.74 0.64 0.07 0.31 0.41 -0.36 0.51 0.69 0.44 0.57 0.78 1.00
E uro Area 0.43 0.61 0.25 0.61 0.60 -0.08 0.36 0.82 -0.10 0.30 0.47 0.50 -0.07 0.42 0.53 1.00
OE C D 0.33 0.35 0.02 0.62 0.58 0.34 0.60 0.28 -0.19 0.36 0.86 0.40 0.43 0.61 0.82 0.60 1.00  

Aus tralia C anada S witzerland Iceland J apan K orea Mexico Norway New Z ealand T urkey US A E uro Area O E C D
Australia 1.00
C anada 0.18 1.00
S witzerland 0.14 0.61 1.00
Iceland -0.26 0.31 0.38 1.00
J apan 0.07 0.46 0.63 0.26 1.00
K orea 0.59 0.69 0.46 -0.23 0.23 1.00
Mexico 0.12 0.78 0.81 0.36 0.72 0.47 1.00
Norway 0.40 0.38 0.65 0.34 0.35 0.51 0.51 1.00
New Z ealand 0.50 0.12 -0.37 -0.27 -0.12 0.38 -0.16 0.10 1.00
T urkey 0.42 0.42 0.27 0.11 0.61 0.30 0.53 0.21 0.21 1.00
US A 0.32 0.58 0.63 0.38 0.72 0.36 0.80 0.51 -0.03 0.66 1.00
E uro Area -0.01 0.62 0.85 0.15 0.55 0.49 0.77 0.50 -0.28 0.08 0.42 1.00
O E C D 0.27 0.71 0.85 0.28 0.83 0.53 0.94 0.58 -0.12 0.59 0.88 0.60 1.00  
Notes: Common sample 2001:I-2007:II. Own calculations from OECD and Eurostat data. 

A number of stylised facts appear from these tables. Firstly, in most cases, 
while the results are relatively similar between both methods of business cycle 
measurement, the analysis of output gaps produces in general slightly higher cor-
relations than growth rates. With the exception of Greece and Ireland (and Portu-
gal in the case of real GDP growth rates), all euro area countries’ output gaps and 
real GDP growth rates correlations with the euro area aggregate are above 0.6. 
Among the non-EU countries, Switzerland displays a high correlation with the eu-
ro area, whereas most others display much less co-movement of their business cy-
cles with the euro area. Importantly, the euro area business cycle itself is strongly 
correlated (0.77 in the case of output gaps and 0.6 in the case of real GDP growth 
rates) with the aggregate OECD cycle, which we loosely interpret here as an ade-
quate representation of the global business cycle.11 Concerning business cycle 

                                                           
 

11  In a more detailed analysis one would need to take into account that the euro area 
share in the OECD is not negligible and correct accordingly. The weight of the euro 
area 12 in the total OECD amounts to 28 % (PPP-adjusted GDP share in the year 
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synchronisation with euro area countries, tables 7 and 8 thus suggest that Greece 
and Ireland do not score optimally at present, and that Cyprus, Denmark, the UK, 
Latvia, Sweden and Switzerland are highly synchronised and could probably do 
fairly well in the euro area. Finally, the tables suggest that the euro area is in turn 
highly synchronised with the global economy. 

In most cases we are able to calculate pair-wise correlations for a considerably 
longer sample period and it is therefore of interest to explicitly distinguish be-
tween the period before the introduction of the euro and after the introduction and 
see if there are differences between both periods in terms of business cycle syn-
chronisation. Figure 11 displays the business cycle correlations – measured again 
by correlations of output gaps and real GDP growth rates – measured for the three 
different country groups in three sequential periods: (i) the EMS period, 1980-89; 
(ii) the pre-EMU period, 1990-98; and the (iii) the euro area period 1999-2007. 
We also calculate the weighted and unweighted averages and the weighted and 
unweighted variances: an increase in synchronisation between groups of countries 
can be defined as an increase in the average business cycle correlation together 
with a decrease in the variance of business cycle correlations, such that business 
cycles on average are more similar and there is a reduction of heterogeneity be-
tween countries in their degree of business cycle synchronisation with the euro ar-
ea economy. A number of stylised facts appear from these figures. We summarise 
them in the following sections. 

3.5.1 Regional Integration: The Euro Area 

As noted in other studies, the early 1990s was a period of business cycle diver-
gence in the euro area.12 However, business cycle convergence increased again in 
most countries during the second half of the decade and afterward. This is seen in 
the average and variance of correlations and in practically all cases in the individ-
ual country cases as well. This outcome is found both with regard to correlations 
in output gaps and real GDP growth rates. In the 1999 to 2007 period business cy-
cle synchronisation again reached the normal level of around 0.7. The analysis in 
figure 11 is too crude to pick the observed phases of “re-coupling and de-
coupling” of euro area business cycles that was observed in section 3.4, where it 
was shown using a less crude analysis with moving correlations that business cy-
cle synchronisation in the euro area typically remains at a relatively high level, 
while experiencing considerably fluctuations. 

                                                                                                                                     
 

2000). Since this observation would apply to other OECD countries as well, this 
would imply a need for much more detailed analysis, which is not pursued here. 

12  The first half of the 1990s was marked by a set of idiosyncratic shocks and develop-
ments, including the German reunification shock and its aftermath, the crises in the 
EMS and the fall of communism in Eastern Europe, to name a few. In addition, lack 
of monetary and fiscal policy convergence and coordination is likely to have played a 
role in business cycle divergence during the first half of the 1990s. 
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Fig. 11. Synchronisation with euro area 
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Notes: real GDP growth (a) and output gap (b) correlations, 1980-2007. 

3.5.2 Other EU Countries: Synchronisation but at a Lower Level 

The business cycles of the EU countries not in the euro-12 are clearly less syn-
chronised on average (0.40 in the case of output gaps and 0.3 in the case of real 
GDP growth rates) than most euro-12 countries with the euro area aggregate. 
Their synchronisation is currently comparable to that of the Members States in the 
period before adopting the euro. However, most countries display the similar dy-
namics in that synchronisation was low and/or declining in the 1990s, but in-
creased again after 1999. Exceptions are Slovenia, Slovakia, Lithuania and Bul-
garia, which actually witnessed a small decline in business cycle synchronisation 
with the euro area. Business cycle synchronicity of the New Member States the 
euro increased further in the years prior to euro adoption, as was the case in coun-
tries like Portugal, Italy and Spain in the period after the Maastricht Treaty was 
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signed and a strong convergence path was pursued. In many cases, the level of 
trade and investment integration between the NMS and the euro area is similar to 
that of current Member States, implying potential benefits from decreasing trans-
action costs and decreasing risk of asymmetric shocks. In addition, if the endoge-
neity hypothesis of Frankel and Rose (1998) applies, acceding to the euro area 
should contribute to additional trade, investment and business cycle synchronisa-
tion. Denmark, Sweden and the UK also deserve attention: their business cycle 
synchronisation with the euro area is at a high level, implying that – at least as far 
as this criteria is concerned – the decision to enter the euro area should not be 
viewed as a dramatic one. 

3.5.3 The Euro Area and Global Convergence 

In the third panel of figure 11 we display non-EU country business cycle synchro-
nisation with the euro area as well as the synchronisation of the euro area and the 
global economy.  
 

Fig. 12. Non euro-12 EU-27 countries vis-à-vis the euro aggregate 
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Output gap correlations of non euro-12 EU-27 countries vis-à-vis the euro aggregate over a 
4 year rolling window. 
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Fig. 13. Non EU countries vis-à-vis the euro aggregate 
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Output gap correlations of non EU countries vis-à-vis the euro aggregate over a 4 year roll-
ing window. 

We find that there is some increase of synchronisation with the euro area in this 
group, although this group also clearly contains a cluster that is – not surprisingly 
– hardly synchronised with the euro area (Turkey, New Zealand, Iceland and Aus-
tralia). Synchronisation between the euro area and the global cycle has increased 
considerably so that we can certainly speak of a “global convergence effect” that 
affects the euro area in the recent period in the sense that global spillovers on the 
euro area economy increase in importance.  

However, the values in figure 11 are averages for three distinct periods and al-
low only in a very crude manner the identification of whether the pattern of busi-
ness cycle synchronisation is changing. We can, however, tease out the presence 
(or absence) of a “euro effect” on business cycle synchronisation by computing 
the correlations over successive intervals of four years (i.e. a four-year “rolling 
window”). We thus calculated four-year rolling window output gap correlations to 
gain a better insight into the dynamics of business cycle synchronisation with the 
euro area. Figure 12 shows results for the group of EU-27 countries that are cur-
rently not a member of the euro area and figure 13 displays outcomes for the non-
EU countries. Here we concentrate on output gaps but results turn out to be similar 
when using growth rates. Again, the rolling correlations refer to the end points of 
the windows, i.e. they compute the average correlation over the past window 
length. From figure 12 we see that several countries such as Cyprus, Latvia and 
Sweden maintained a high and steady degree of cyclical synchronisation with the 
euro area during the period from 1994Q1 to 2007Q3.  Others such as Lithuania, 
Hungary and the United Kingdom have de-coupled from the euro area movement 
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in recent years. Since 1999, a steady increase in synchronisation with the euro area 
reference cycle is clear for the Czech Republic, Slovenia and Slovakia but also for 
Malta and Estonia. 

Figure 13 shows the cyclical correlations of the non EU countries vis-à-vis the 
euro aggregate in a time-varying manner. A high degree of co-movement with the 
euro area can be observed for Switzerland, whereas New Zealand, Turkey and 
Australia clearly have had cycles that were generally not much related to the cy-
clical movements observed in the euro area. Interestingly, the output gaps of the 
US and the euro area aggregate have also become more dissimilar recently. 

3.6 Coherence, Phase Effects and Dynamic Correlations 

The previous sections analysed the euro area business cycle properties in the time 
domain and looked for changes in static correlations computed over different sub-
samples to study the change in co-movement over time. In this section, we apply 
concepts that are defined in the frequency domain in which time series are de-
scribed as being constituted of an infinite number of components with different 
periods and amplitudes. The aim of such a decomposition is to determine the im-
portance of different cycle frequencies in accounting for the behaviour of a varia-
ble. Components that are not repeated over time have zero frequencies (or infinite 
periods) and noisy components correspond to very high frequencies (or short peri-
ods). In between lie the business cycle frequencies that account for all other 
movements in the series. In contrast to the analysis in the time domain, we are 
able to conduct a frequency-by-frequency analysis once the series has been trans-
formed in its spectral representation. In particular, this allows us to concentrate on 
the most dominant frequencies of our cycle measures and leave aside components 
with frequencies that account only for a minor fraction of business cycle move-
ments. Static cross-correlations are defined over the complete frequency range and 
thus do not allow us to focus on the most important cyclical components. For in-
stance, when two series are correlated at low frequencies (the long run swings in 
the series) but to a lesser extent at higher frequencies (the short run swings) then 
the estimated static correlation will be a mixture of these correlations, hiding in-
teresting dynamic relationships. A further advantage of analyses in the frequency 
domain is that it offers simple and intuitive statistics that reveal lead and lag rela-
tions between two cycle series for which  time domain counterparts are not that 
easily defined. 

We use the concepts of coherence and dynamic correlation to determine the 
correlation between components of individual countries’ cycles and a reference 
cycle over the range of the most dominant frequencies. Coherence is the frequency 
domain analogue of the cross-correlation function in the time domain and ranges 
from 0 to 1. However, this measure disregards the phase effect between different 
cycle series, i.e. this measure is completely independent of the position in time of 
two series. It determines only whether two series have the same pattern or not, in-
dependent of the position in time. Dynamic correlation, introduced by Croux et al. 
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(2001), is a measure of the correlation between the components that takes the 
phase shift between those components into account. It is also computed frequency-
by-frequency or over a frequency band and ranges between -1 and 1. Dynamic 
correlation reduces to static correlation if the complete frequency range is consid-
ered. A third measure that is of interest is the phase effect, which represents the 
shift in time between the components of two series for each frequency (or over a 
frequency band). The phase effect tells us the relative cyclical position of a coun-
tries’ cycle when compared to a reference cycle. Thus, it allows us to assess the 
lead and lag relationship between cycles. The concepts of coherence, dynamic cor-
relation and phase effect are closely related: If the phase effect is small in a range 
of frequencies, the absolute value of dynamic correlation and the value of coher-
ence will be almost identical. In contrast, if the phase effect is pronounced, im-
portant differences between coherence and dynamic correlation will result. Taken 
together, these measures can provide us with important information regarding in-
phase correlation, overall dynamic correlation and lead/lag relationships between 
the cycles of the euro area countries. 

We present results for individual countries’ cycles vis-à-vis the euro area cycle. 
We also include the UK, the US and Japan which represent relevant economies 
outside the euro area. In addition, we compute coherence, dynamic correlation and 
phase effects between individual countries’ cycles and major economies such as 
Germany, France, the UK, Japan and the United States as the respective reference 
cycle. Frequency domain analyses require large enough observation periods in or-
der to obtain precise estimates of the population spectrum. Therefore, our analysis 
relies on the fixed sample period from 1970Q1 to 2006Q4 and excludes Austria, 
as quarterly GDP observations are not available prior to 1989Q1. Since we are not 
interested in the values of coherence, dynamic correlation and phase effects at 
every frequency, following Azevedo (2002), we compute the means of these 
measures over frequency bands that encompass the most dominant ones, i.e. those 
that represent the major fluctuations in the cycles. Again, cycles are extracted with 
the aid of the Christiano-Fitzgerald (CF) band-pass filter. The computational de-
tails can be found in the appendix. 

Figure 14 reports the mean coherence and mean phase effect between each 
country and the euro area reference cycle. The horizontal axis shows the phase ef-
fect, which gives the position of each country relative to the euro area cycle. A 
positive value X means that the countries’ cycle is X quarters ahead of the euro 
area cycle. The vertical axis shows the coherence measure. It should be noted that 
to interpret the phase effect consistently, the dominant cycles (frequencies at 
which the spectrum of the cycles has a peak) of the two series should not be very 
different and the estimate of the phase effect is less accurate when the true coher-
ence is low. A higher coherence results in higher precision of the phase estimate. 
The dominant cycles are estimated in the range between 4.6 years (Portugal) and 
6.4 years (Greece). Thus, our estimates of the mean phase effects should not be af-
fected by the small discrepancies in dominant cycles.  

Turning to the results in figure 14, mean coherence is high except for Finland 
and phase effects are in the range of -2.5 and 2 quarters implying that although the 
patterns of the business cycles between the considered countries and the euro area 
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cycle are fairly similar, the timings of the cyclical positions are different. Coun-
tries that lead the euro area cycle by almost two quarters are the Netherlands, 
Greece and the US. Germany, Finland, France and the UK are also ahead of the 
reference cycle, but to a lesser extent. In addition, while countries like Italy, Spain, 
Belgium, Portugal and Japan show a lagging tendency, countries such as Ireland 
and Luxembourg are almost in-phase with the euro area. High correlation is indi-
cated by the estimated mean dynamic correlation (Table 9). Dynamic correlation 
between the euro area business cycle and the cycle of the individual country is 
lowest for Finland, Portugal and the UK.  

Fig. 14. Countries vis-à-vis the euro area: mean coherence and phase effect 
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Table 9. Countries vis-à-vis the euro area: mean dynamic correlation 

bel deu esp fin fra grc ire ita lux nld prt usa gbr jpn 

0.81 0.88 0.66 0.33 0.82 0.74 0.68 0.78 0.76 0.75 0.63 0.73 0.63 0.79 
 
The next figures compare the cyclical positions of individual countries against 

selected large economies. The mean coherence, mean phase effect and mean dy-
namic correlation estimates presented in figures 15 to 19 and tables 10 to 14 pro-
vide a more diverse picture of the individual countries’ cyclical relations. 

Firstly, we compare individual countries cycle position versus the US cycle. 
The outcomes are shown in figure 15 and table 10. Conspicuous results are the 
pronounced phase effects: The phase of most countries’ cycles lag, on average, 
behind the phase of the US cycle and the estimated mean phase effect is high for 
several countries. Italy and Belgium seem to lag behind the US cycle by more than 
four quarters. Leading countries are Spain, Greece and Finland. Using the example 
of Italy, the relation between coherence, phase and dynamic correlation can be 
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seen clearly: For Italy, the mean phase effect is estimated very high (ca. -5 quar-
ters) and the estimated mean coherence value is also high (0.88). At the same 
time, dynamic correlation only amounts to 0.38. While the coherence measure on-
ly assesses the correlation of the cyclical patterns, independent of the phase shift 
between the cycle components, the dynamic correlation takes this shift in time into 
account and therefore both concepts yield very different correlation estimates. 
 

Fig. 15. Countries vis-à-vis US: mean coherence and phase effect 
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Table 10. Countries vis-à-vis US: mean dynamic correlation 

bel deu esp fin fra grc ire ita lux nld prt gbr jpn 

0.53 0.67 0.43 0.11 0.70 0.79 0.40 0.38 0.84 0.64 0.41 0.68 0.50 
 

When we use Germany as the reference cycle (figure 16 and table 11), mean 
phase effects and mean coherence are slightly more pronounced than in the euro 
area reference case. We find five countries (Spain, Japan, Belgium, Portugal and 
the Netherlands) that lead the German cycle by more than one quarter. Finland’s 
lead is estimated at almost three quarters but it has to be noted that the measured 
phase for Finland might have lower precision due to a low coherence estimate. 
The other countries are more in-phase with the German cycle, except for Italy for 
which we find a mean phase effect of minus three quarters. Dynamic correlation 
ranges between -0.07 (Finland) and 0.88 (The Netherlands). Other countries be-
sides Finland that exhibit, on average, a low dynamic correlation with the German 
cycle are Spain (0.34), Portugal (0.41) and the UK (0.35). 
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Fig. 16. Countries vis-à-vis Germany: mean coherence and phase effect 
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Table 11. Countries vis-à-vis Germany: mean dynamic correlation 

bel esp fin fra grc ire ita lux nld prt usa gbr jpn 

0.52 0.34 -0.07 0.52 0.81 0.56 0.52 0.62 0.88 0.41 0.67 0.35 0.65 
 

Fig. 17. Countries vis-à-vis France: mean coherence and phase effect 
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Table 12. Countries vis-à-vis France: mean dynamic correlation 

bel deu esp fin grc ire ita lux nld prt usa gbr jpn 

0.73 0.53 0.83 0.55 0.61 0.69 0.58 0.69 0.44 0.60 0.74 0.88 0.68 
 

The individual countries’ cycles in comparison with the British business cycle 
are shown in figure 18 and table 13.  

The individual countries’ results vis-à-vis the French cycle are presented in fig-
ure 17 and table 12. More countries lag behind the French cycle than lead it. The 
leading countries (the UK, the US and Greece) have phase shifts between approx-
imately one and three quarters, while Greece and the US seem to lead the French 
cycle with the highest phase shift. Mean coherence and mean dynamic correlation 
is on average higher than it is in the German reference case. 

Fig. 18. Countries vis-à-vis the UK: mean coherence and phase effect 
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Table 13. Countries vis-à-vis the UK: mean dynamic correlation 

bel deu esp fin fra grc ire ita lux nld prt usa jpn 

0.48 0.35 0.66 0.49 0.85 0.49 0.34 0.50 0.68 0.17 0.53 0.68 0.47 
 

Lastly, we compare individual countries’ cyclical positions versus the Japanese 
cycle (figure 19 and table 14). It stands out that mean coherence varies substantial-
ly between countries, which implies that the pattern of the Japanese business cycle 
is more “idiosyncratic” than the other countries’ cycles. A looser connection be-
tween Japan and the rest of the world is also reflected in the dynamic correlation 
estimates. The estimated phase effects range from -2.5 to 3.5 quarters, with 
Greece, the US, the UK and France as leading countries. 
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Fig. 19. Countries vis-à-vis Japan: mean coherence and phase effect 
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Table 14. Countries vis-à-vis Japan: mean dynamic correlation 

bel deu esp fin fra grc ire ita lux nld prt usa gbr 

0.69 0.65 0.73 0.29 0.67 0.72 0.67 0.59 0.46 0.39 0.75 0.50 0.47 
 

To summarise the outcomes of the frequency domain analysis, we generally 
find that coherence and dynamic correlation among the considered countries are 
fairly high, falling below 0.5 only in few cases. Although a comparison with the 
static correlation exercises should be made with caution, this outcome is broadly 
in line with the findings in the preceding sections. The distinctive advantage of a 
frequency domain analysis is that it allows one to look at phase shifts between the 
countries’ cyclical positions. We indeed find such phase shifts to be present and of 
relevant magnitude in many cases. Our results revealed that the US leads the euro 
area business cycle and the cycles of the other considered economies. In the case 
of the euro area, the US business cycle leads by approximately two quarters, 
which is not a crucial phase shift. With regard to the US cycle, the positive phase 
shift is highest vis-à-vis the Japanese cycle. Greece is also ahead of the other 
countries in most cases. Italy, Spain and Belgium are among the countries that 
lagged behind the phases of the respective reference cycles in most cases. From 
the non-euro area countries, the UK emerges as having the lowest dynamic corre-
lation against the euro area cycle although the phase shift is not of relevant magni-
tude. Thus, the British cycle has a pattern which is less related to the euro area cy-
cle than most other countries’ cycles. From the euro area Member States, Finland 
is an outlier. Finland’s dynamic correlation with the euro area cycle is measured 
around 0.33, a comparably low value. This result, which appears less pronounced 
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in the static correlation measures shown in figure 6 of section 3.4, makes clear that 
it is a worthwhile exercise to look at narrower business cycle frequency bands to 
assess the complete picture of synchronisation. Portugal and Spain are also among 
the Member States that show relatively low values of dynamic correlation with the 
aggregate cycle. Taken together, it is the European “periphery” that shows a looser 
connection with the cyclical movements in the euro area aggregate than the euro 
area “core”, a stylised fact reported previously in preceding sections. 

3.7 Macroeconomic Convergence beyond GDP Cycles 

According to the OCA arguments, a monetary union requires a sufficient degree 
of macroeconomic convergence to remain viable. Macroeconomic divergences are 
the result of asymmetries in macroeconomic shocks or policies in addition to the 
differences in transmission mechanisms that absorb macroeconomic shocks; dif-
ferences in transmission mechanisms reflect in particular the differences between 
countries in their institutional configurations. In particular, recurring and persis-
tent divergences may ultimately provoke the breaking-up of a monetary union, 
with nations deciding to re-establish national currencies, as history has shown. 
Both real and nominal convergence are needed in order for a common monetary 
policy to be efficient for all participants. In case of real and/or nominal diver-
gence, a common monetary policy will be less and less fitting to the needs of most 
of the participating countries and may therefore contribute to macroeconomic di-
vergence.  

In this section we will have a closer look at real and nominal convergence in 
the euro area and also at the question of whether convergence patterns have 
changed since the introduction of the euro. We narrow the analysis of real conver-
gence to output gaps and budget balances and of nominal convergence to inflation 
rates. Real long-term interest rate convergence is also considered as it contains an 
element of nominal convergence (nominal interest rates and inflation rates), thus 
yielding information on real convergence. Of considerable interest in the case of 
real interest rates is that real interest rate differentials have narrowed since the in-
troduction of the euro, as the prime interest rate is determined by the ECB. Never-
theless, significant inflation differentials continue to persist in the euro area. In 
principal, therefore, inflation rates could serve as an indicator for analysing the ef-
fects of introducing a common currency.13  

Figure 20 displays the GDP-weighted dispersion of output gaps, inflation rates, 
budget balances and real interest rates in the euro area. All variables are collected 
for the period 1990Q1 to 2007Q4. 

 
 
 

                                                           
 

13  A similar remark applies to real exchange rate variability. 
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Fig. 20. GDP-weighted dispersion in the euro area  
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Notes: Source: own calculations from Eurostat and OECD data. 

Output convergence is measured in panel (a) by the standard deviation in the 
GDP-weighted output gap14 differentials between the individual Member States 
and the euro area aggregate in each period. According to this measure, output gap 
convergence increased especially during the 1990s and has been relatively low 
and constant since then. Inflation convergence in the euro area according to panel 
(b) has been relatively stable since 1990 with an occasional temporary upward 
shock to dispersion. Inflation is measured by the quarterly growth rate of the sea-
sonally adjusted GDP deflator. In 2007, inflation dispersion appears to start rising 
somewhat in the euro area group, possibly because of a different pass-through of 
energy and global food price rises, e.g. due to different weights of energy and food 
in national HICPs.  

                                                           
 

14  Output gaps are based on the HP filtered real GDP series (using a smoothing coeffi-
cient λ of 1600). 
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Fiscal convergence is an important precondition for the efficient functioning of 
a monetary union. Even if the members of a monetary union fulfill (most of) the 
dimensions of the OCA, diverging fiscal policies can lead to diverging economic 
adjustments in a monetary union.15 In fact, in many cases in history the main caus-
es of the breaking-up of monetary unions can be traced back to fiscal divergences 
and imbalances. The potential building-up of fiscal imbalances with subsequent 
consequences on the stability of the common currency was indeed a major concern 
for the architects of EMU: as a solution to control fiscal imbalances, the fiscal 
framework of the Stability and Growth Pact with its set of fiscal checks-and-
balances was proposed in the Maastricht Treaty. 

In a straightforward but relatively crude manner, fiscal dispersion is measured 
here by the standard deviation of the differences between national and euro area 
fiscal deficit to GDP ratios (weighting countries by their purchasing power adjust-
ed GDP weights). This measure – used also by De Bandt and Mongelli (2000) in 
their analysis of fiscal convergence in the pre-EMU period – measures in a rough 
way the degree of fiscal convergence in the euro area. We find that fiscal conver-
gence took place essentially during the years 1992-95, when countries were pre-
paring themselves to meet the entrance criteria for the EMU, a conclusion also 
reached by De Bandt and Mongelli (2000). Since then fiscal convergence has been 
slightly on the decline again.  

For comparison, we also display the cyclically adjusted fiscal deficits, since any 
output gap convergence will also lead to converge in fiscal deficits if automatic 
stabilisers are substantial – as they are in the euro area. It is therefore also of inter-
est to isolate this effect and consider as well any convergence of structural deficits 
since this would reflect more purely the result of deliberate policy actions in a 
monetary union like the euro area. Structural deficits are calculated using the EU 
Commission’s (2006) calculations of budgetary cyclical sensitivities, which range 
from 0.27 in the case of Lithuania to 0.65 in the case of Denmark and for most 
countries between 0.40 and 0.50 (EA12 average: 0.47, EU15 average: 0.49 and 
EU27 average: 0.44). A cyclical sensitivity of 0.5 implies that an increase in the 
output gap by one percentage point shifts the budget balance by 0.5% of GDP. 
Government revenues are more sensitive to business cycles than government 
spending (government consumption, government investment and government 
transfers). These automatic fiscal stabilisers play an important role in stabilising 
macroeconomic shocks.  

As countries in the euro area do not differ very much in their budgetary sensi-
tivities, a change in the focus of analysis from current to structural deficits is not 
likely to greatly alter the outcomes concerning deficit dispersion. Indeed, the cy-
clically adjusted deficits display similar divergence patterns as the current deficits 
and also display a slight increase since 1996. In other words, the automatic stabi-
lisers contribute practically nothing to (additional) fiscal dispersion (because of 

                                                           
 

15  Darvas et al. (2005) find evidence that fiscal convergence is indeed associated with 
synchronisation of business cycles in their panel of OECD countries during the 1964-
2003. 
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the similarity between countries in the size of the automatic stabilisers). In addi-
tion, the introduction of the euro has not contributed to a reduction in fiscal dis-
persion, notwithstanding the noticeable fiscal consolidation that has been achieved 
in many countries. The differences between fiscal convergence based on current or 
structural fiscal deficits are likely to be larger if one considers the entire EU27 be-
low, since differences in budgetary elasticities will be larger than in the EA12 
group.  

In conclusion, the small upward trend in fiscal divergence since the introduc-
tion of the euro on January 1, 1999, stands in contrast to the dispersion of output 
gaps, inflation rates and real interest rates that all have remained constant since 
then (cf. figure 20). The introduction of the euro has been conducive to low and 
stable output and inflation dispersion but perhaps at the cost of some increase in 
fiscal dispersion. 

Another interesting way to look at the effects of the introduction of the euro on 
macroeconomic convergence is to compare the group of euro area (EA12) coun-
tries with the group of the EU countries that has remained outside the euro area. 
Any systematic differences between both groups may be related to the workings of 
the common currency as in most other ways these two groups do not seem to dif-
fer systematically. Similarly, any systematic difference between both countries 
that is manifest since 1999 may be the result of the first group participating in the 
euro area and the other group’s exclusion. 

In figure 21 output gaps, inflation rates, fiscal deficits to GDP and real interest 
rate dispersion in relation to the euro area aggregate economy are displayed not 
only for current Member States but also for the other group of non euro, EU27 
countries. 

Countries are not weighted by GDP as in figure 1 since we want to analyse both 
countries inside and outside the euro area.  As is more or less to be expected, we 
see that the group of EA12 have on average lower dispersion in relation to the eu-
ro area aggregate output gap, inflation rate, fiscal deficit and real interest rate than 
non euro area countries. The difference between the EA12 and the rest of the EU 
is however not overwhelmingly large and narrows for output and inflation during 
the period 2000-06. Taken together, these stylised facts additionally suggest that 
the second group is converging to the euro area average in terms of output gaps 
and inflation and that fiscal and real interest rate convergence is practically absent 
in both groups alike. 
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Fig. 21. Unweighted dispersion in the euro area and the rest of the EU 
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3.7.1 Business Cycle Persistence  

One business cycle characteristic that plays an important role in the propagation of 
shocks is business cycle persistence. It is also a factor that can be helpful in ana-
lysing business cycle convergence in a monetary union like the euro area: if na-
tional cycles do not display the same persistence, the transmission of similar 
shocks will not be the same over time.16 Some countries may display higher vola-
tility but less persistence in the adjustments after the shock, as the persistence of 
business cycles is often linked to the underlying structural features and institution-
al settings of the countries, including size and openness. To the extent that coun-
tries differ in these dimensions, they will also differ in the persistence of business 
cycle fluctuations and their degree of business cycle synchronisation (even if only 
symmetric shocks take place). 

In some studies, such as OECD (2002), the AR(1) coefficient is used as a rough 
but straightforward summary measure of persistence. It is of interest to take a 
closer look at differences in business cycle persistence in the euro area as well as 
to conduct a comparison of the set of countries that acceded to the EU in 2004 and 
2007 and those that are preparing or recently acceded to the euro area. Table 15 
displays the persistence and volatility of output gaps, inflation rates and budget 
balances (to GDP). Persistence is measured by the AR(1) coefficient and volatility 
by the standard deviation over the sample. The sample runs from 1990:Q1 to 
2007:Q4, but in a considerable number of cases the actual sample is shorter due to 
data limitations (particularly with regard to fiscal deficit data) or other obvious 
reasons (e.g. in the case of Bulgaria only the period after the end of 1996 when an 
output collapse and hyperinflation hit the country is considered; for Finland the 
exceptional recession of 1992-93 [and the period before] is not included). 

Smaller countries and the acceding countries are in many cases characterised by 
somewhat higher volatility and somewhat lower persistence than the euro area as a 
whole and than the larger Member States. As noted above, such differences in per-
sistence and volatility are likely to reflect the underlying structural differences be-
tween countries (including size) that lead to different transmissions of macroeco-
nomic shocks and policies (including the common monetary policy) and to 
different degrees of business cycle synchronisation in a heterogeneous monetary 
union like the euro area. As these structural differences are typically highly persis-
tent as well, these stylised facts concerning differences in macroeconomic persis-
tence and volatility are very likely to characterise the euro area in the long term as 
well. 

                                                           
 

16  Impact effects of shocks and persistence in the transmissions of those shocks are 
sometimes combined in the concept of “resilience” to shocks, a term frequently used 
in the context of “optimal currency areas”: 
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Table 15. Persistence and volatility, EU countries 

 
output gap 
persistence 

output 
gap vola-
tility 

inflation 
persistence 

inflation 
volatility 

deficit per-
sistence 

deficit 
volatility 

Aut 0.94 0.81  0.89 0.29 0.48 1.79 
Bel 0.83 1.48  0.24 0.34 0.72 3.27 
Deu 0.80 1.36  0.37 0.42 0.76 1.75 
Esp 0.93 3.44  0.45 0.46 0.27 1.66 
Fin 0.75 1.55  0.29 0.75 0.65 1.82 
Fra 0.88 0.87  0.34 0.21 0.74 1.54 
Grc 0.80 0.30  0.75 1.52 - - 
Ire 0.33 1.79 -0.02 1.44 0.50 2.01 
Ita 0.86 0.93  0.39 0.62 0.23 1.59 
Lux 0.61 1.60  0.33 0.72 0.46 3.16 
Nld 0.71 1.40  0.26 0.35 0.72 1.79 
Prt 0.77 0.89  0.73 0.43 - - 
EU 0.96 1.65  0.40 0.36 0.86 0.99 
Dnk 0.68 1.40  0.42 0.49 0.95 1.99 
Swe 0.88 0.83  0.49 1.09 0.67 1.85 
Gbr 0.89 0.88  0.26 0.54 0.89 2.30 
Bul 0.57 7.19  0.35 5.55 0.34 2.94 
Cyp 0.76 1.27  0.21 0.53 0.51 0.23 
Cze 0.77 3.73  0.49 1.23 0.34 2.78 
Est 0.64 1.95  0.27 3.58 0.56 2.23 
Hun 0.52 0.60  0.33 2.03 0.36 3.13 
Lat 0.84 4.47  0.50 1.57 0.46 1.73 
Lit 0.60 3.11  0.53 1.91 0.29 1.87 
Mal 0.48 2.20  0.20 0.72 0.32 3.68 
Pol 0.65 1.35  0.44 1.95 0.75 1.49 
Rom 0.49 2.81  0.30 3.86 0.17 2.70 
Svk 0.82 4.09  0.32 1.10 0.87 3.63 
Slv 0.58 2.10  0.32 0.81 0.78 1.43 
EU27 0.91 0.64  0.65 0.41 0.87 1.30 

Sample: 1990Q1-2007Q4. 

3.7.2 Inflation, Output Growth and Shocks 

One aspect that complicates macro-economic analysis and management in the eu-
ro area is the interaction between country-specific factors (such as asymmetric 
shocks and country-specific institutions), euro area factors (such as the common 
monetary policy and fluctuations of the euro) and global factors and develop-
ments. As discussed in more detail in the literature overview, several studies have 
recently been undertaken that analyse the role of the global business cycle and 
global convergence in an increasingly integrated world. 

In this context, it is of interest to carry out a simple analysis on the effects of 
country-specific, euro-wide and global shocks on individual EU countries using a 
VAR approach. Instead of taking a panel data approach, we estimate a small VAR 
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model for each country. This has the advantage of allowing for heterogeneity in 
shock propagation mechanisms. The estimated VAR models are very simple and 
include country i’s quarterly real GDP growth and country i’s quarterly inflation 
rate (measured by the quarterly growth rate of the GDP deflator), euro area quar-
terly real GDP growth and inflation rates and the OECD aggregate quarterly real 
GDP growth and inflation rates. All variables are seasonally adjusted. For most 
EA12 countries the sample runs from 1991Q1 to 2007Q3 and for the NMS from 
1995Q3 to 2007Q3; in a few cases the samples are shorter. In the case of Germa-
ny, France and Italy we use euro area variables that exclude these countries on 
their turn, since these three countries constitute, respectively, 32 per cent, 24 per 
cent and 21 per cent of euro area GDP. 

The model is estimated as an ordinary VAR using up to 4 lags and the shocks 
are not given a structural factorisation and interpretation, i.e. inflation shocks can-
not be interpreted as supply shocks and output growth shocks as demand shocks, 
following Bayoumi and Eichengreen (1992) and subsequent SVAR based studies 
on the symmetry of aggregate demand and supply shocks. The advantage, on the 
other hand, of this simple approach is that we can use the reduced form innova-
tions to determine directly the correlation of country i’s inflation and real GDP 
growth innovations with the euro area and OECD shocks and the impact of these 
shocks on country i, using the impulse response functions and variance decompo-
sitions of generalised impulses17 to euro area and OECD inflation and growth. Ta-
ble 16 provides correlations of inflation and real output growth shocks in the EU 
countries with the EA12 aggregate and OECD aggregate. 

As expected, countries differ to some degree in the correlations of domestic in-
flation and growth shocks with the EA12 and the OECD aggregates, reflecting the 
heterogeneities between countries and the joint presence of both idiosyncratic and 
common shocks driving output growth and inflation. In many cases, the correla-
tions of inflation innovations are somewhat smaller than real output growth inno-
vations, both in the case of correlations with the EA12 and OECD aggregates, and 
both for the group of EA12 countries and the group of other EU countries. This 
suggests more idiosyncrasies in inflation shocks than in growth innovations. Cor-
relations with the EA12 inflation and output growth shocks are on average higher 
for the EA12 countries than the other EU countries. There are also exceptions 
here, such as Denmark, Sweden, the UK and Poland, which display higher correla-
tions. The observed differences in correlations point at some heterogeneities in in-
flation and growth shocks in individual countries, in comparison with the shocks 
observed in EA12 and OECD inflation and growth rates.  

The variance decompositions determine how much of the observed variance in 
inflation and growth rates can be related to each type of shock. We find that both 
in the case of inflation and real output growth, domestic shocks explain a major 
fraction of the observed variance. In the case of real output growth the share of 

                                                           
 

17  Generalised impulses create an orthogonal set of innovations that does not depend on 
the VAR ordering like a Cholesky decomposition or the structural VAR of Bayoumi 
and Eichengreen (1992).  
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variance explained by euro area shocks and OECD shocks is most cases larger 
than in the case of inflation: euro area shocks and OECD shocks each typically 
contribute 10% to 15% of the variance in real output growth in most countries, 
which is somewhat higher than the 5% to 10% in the case of inflation explained 
by inflation shocks coming from the euro area and OECD. 

Figure 22 plots the impulse response functions (+/- 2 s.e. bands) of real GDP 
growth in the Member States to a generalised one-standard-deviation shock to eu-
ro area growth. The impact and subsequent transmission of shocks to euro area 
output growth depend on the structural characteristics of the different countries. 
Growth in all countries (except Greece) reacts positively to a positive growth 
shock in the euro area and the impact effect is relatively similar in most cases. 
Some heterogeneity across countries is observed in the persistence of the adjust-
ments to the euro area shock, but in practically all cases the shock is practically 
absorbed after a year.  

The effect of shocks to real output growth in the OECD on growth in the euro 
area is additionally displayed in the last graph, which shows a similar, small but 
significantly positive effect during the first year after such a shock occurs. This al-
so illustrates the relevance of global shocks to the euro area (and their transmis-
sion) and the desirability of taking them into account in order to obtain a full pic-
ture of the impact and transmission of macroeconomic shocks in the euro area. 

 

Table 16. Correlations and variance decomposition of inflation and output growth shocks 

AUT BEL FIN FRA GER GRE IRE ITA LUX NET POR SPA EA12 DEN SWE GBR BUL CZR CYP EST HUN LAT LIT MAL POL ROM SLO SLV
Correlation

Inflation shocks
OECD inflation shocks 0.16 0.18 0.18 0.35 0.44 -0.21 -0.11 0.21 0.20 0.03 -0.05 0.14 0.26 0.34 0.03 -0.08 0.28 -0.12 0.15 -0.06 0.18 -0.14 0.22 0.35 -0.04 0.11 0.05 0.14
EA12 inflation shocks 0.21 -0.02 0.06 0.30 0.58 -0.28 -0.15 0.58 0.01 0.10 0.12 0.34 0.21 -0.06 0.18 -0.17 -0.05 -0.05 -0.03 0.03 -0.13 0.37 0.26 0.00 0.03 0.17 -0.05

Real output growth shocks
OECD real output growth shocks 0.30 0.17 0.27 0.51 0.37 -0.16 0.29 0.42 0.33 0.04 0.08 0.16 0.65 0.33 0.31 0.42 -0.07 0.05 0.06 0.09 0.12 0.18 -0.01 0.47 0.18 0.28 -0.01 -0.02
EA12 real output growth shocks 0.34 0.37 0.30 0.51 0.40 0.12 0.45 0.39 0.18 0.25 0.24 0.45 0.36 0.38 0.30 0.06 -0.17 0.00 0.20 0.20 0.21 0.00 0.07 0.23 0.04 -0.09 -0.04

AUT BEL FIN FRA GER GRE IRE ITA LUX NET POR SPA EA12 DEN SWE GBR BUL CZR CYP EST HUN LAT LIT MAL POL ROM SLO SLV
Variance Decomposition

Inflation
S.E. 0.25 0.37 0.89 0.20 0.51 1.07 1.55 0.55 0.69 0.37 0.62 0.40 0.34 0.40 0.57 0.39 2.37 1.31 0.54 2.31 2.94 1.71 2.04 0.82 2.11 4.29 1.06 0.87
Domestic inflation shocks 59.8 68.7 63.3 52.5 49.3 54.5 82.6 57.6 73.3 89.6 52.5 66.6 82.9 74.1 91.0 87.6 75.4 81.5 84.7 94.8 45.5 84.1 80.3 58.5 69.9 76.3 66.3 78.1
OECD inflation shocks 8.4 10.8 11.4 36.5 13.8 5.9 1.4 4.2 5.1 0.3 7.4 10.6 8.4 10.7 0.4 1.1 9.9 9.9 2.3 1.8 24.3 3.2 5.4 11.7 5.2 6.9 9.0 4.1
EA12 inflation shocks 9.1 0.7 4.7 6.0 9.0 7.6 5.4 28.3 6.9 1.1 8.1 11.4 1.9 3.0 4.6 7.5 1.2 2.1 1.5 5.1 4.3 9.7 7.3 2.0 3.4 4.3 3.9
Domestic real output growth shocks 5.2 5.6 2.1 0.5 8.4 1.6 5.4 2.4 5.0 0.1 5.7 2.5 2.5 1.3 3.8 0.3 0.5 1.1 1.0 0.6 14.4 0.9 1.3 0.5 2.3 1.0 0.8 2.1
OECD real output growth shocks 16.0 3.1 12.2 2.1 12.0 3.6 0.9 3.0 7.0 0.5 8.5 4.8 6.1 1.2 1.1 3.3 6.2 4.1 5.0 0.4 0.9 1.9 1.6 5.9 1.5 7.8 3.6 3.2
EA12 real output growth shocks 1.4 11.1 6.3 2.4 7.5 26.7 4.4 4.4 2.7 8.4 17.8 4.1 10.8 0.6 3.1 0.6 2.2 4.9 0.8 9.9 5.6 1.7 16.2 19.2 4.5 16.2 8.6

Real output growth
S.E. 0.18 0.18 0.21 0.18 0.87 0.25 0.22 0.18 0.23 0.18 0.29 0.20 0.18 0.21 0.21 0.21 0.24 0.21 0.21 1.60 0.25 0.23 0.21 0.21 0.21 0.20 0.21 0.21
Domestic inflation shocks 10.7 1.7 3.4 0.8 25.9 24.4 11.0 2.6 5.1 3.8 25.7 13.0 1.2 0.9 1.2 7.2 1.2 13.4 0.8 3.6 25.8 1.4 3.5 5.4 7.5 14.4 12.8 14.3
OECD inflation shocks 1.0 1.4 4.5 8.1 6.1 6.8 3.8 2.3 6.1 1.2 7.3 3.4 3.5 3.9 0.5 7.2 16.1 20.2 3.6 4.8 33.8 4.7 0.1 2.0 1.1 1.1 9.7 1.7
EA12 inflation shocks 1.1 0.3 3.7 3.1 8.8 1.9 17.5 1.0 2.1 1.0 4.4 12.0 3.6 2.0 2.9 14.9 3.1 4.3 11.5 3.8 14.1 19.5 8.0 8.4 12.2 4.4 5.2
Domestic real output growth shocks 81.8 78.4 75.2 45.8 32.5 25.4 58.0 65.4 74.0 74.4 47.1 48.6 47.6 76.7 74.2 57.0 64.3 56.2 74.7 65.7 32.7 54.5 72.5 38.2 64.0 62.3 68.8 77.9
OECD real output growth shocks 4.5 5.9 6.3 33.2 11.2 21.8 4.6 26.3 10.0 5.2 5.0 4.2 47.7 11.2 17.3 21.5 0.8 3.5 11.4 8.7 0.5 24.0 3.0 20.0 7.4 7.3 2.3 0.8
EA12 real output growth shocks 0.9 12.3 6.8 9.0 15.5 19.7 5.1 2.3 2.7 14.4 10.6 18.9 3.6 4.8 4.3 2.6 3.7 5.2 5.6 3.4 1.2 1.5 26.4 11.7 2.7 2.0 0.1
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Fig. 22. Impact and transmission of euro area and OECD growth shocks 
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3.8 Cluster Analysis 

This section analyses if there are clusters of countries within the euro area and the 
OECD that can be identified in terms of business cycle synchronisation, due to, 
say, geographical dimensions or institutional similarities. 
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3.8.1 Methodology 

By means of a hierarchical cluster analysis, a set of variables is divided into 
groups (clusters) sharing similar characteristics. With regard to business cycle 
synchronisation, the variables of interest are output gaps which have been estimat-
ed with the asymmetric Christiano-Fitzgerald (CF) filter. For the cluster analysis, 
we opt to use the asymmetric Christiano-Fitzgerald band pass filter as the pre-
ferred method for separating the cycle from the trend. The decision for this meth-
od is mainly motivated by two reasons. Firstly, it belongs to the class of time se-
ries filters which are most commonly used in studies of business cycle 
convergence and synchronisation and therefore facilitates the comparison of our 
results with the outcomes of other studies. Secondly, this filter allows the extrac-
tion of a precise business cycle frequency band (1.5 to 8 years) which seems most 
appropriate for examining synchronisation and convergence. Furthermore, the 
asymmetric CF filter suffers less from the familiar end-point problem which 
plagues, among others, the Hodrick-Prescott (HP) filter. For the determination of 
the clusters, the Ward method is applied (see, e.g., Graff, 2006). 

The Ward method is based on the Euclidean distance, where the distance be-
tween two items, x and y, is the square root of the sum of the squared differences 
between the values of the items: 
 

 i
2

ii )y(x   (3) 

with xi and yi defined as the output gaps of countries x and y in period i. The pur-
pose of the Ward algorithm is to calculate for all possible clusters the means of the 
variables of interest and the Euclidean distances. The clusters are then determined 
on the basis of the minimum increase of the Euclidean distance. The linkage func-
tion specifying the distance between two clusters is computed as the increase in 
the “error sum of squares” (ESS) after fusing two clusters into a single cluster. The 
Ward method seeks to choose the successive clustering steps so as to minimise the 
increase in the ESS at each step. 

The ESS of a set X of NX values is the sum of squares of the deviations from the 
mean value. Hence, the ESS is given by the following expression: 
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Mathematically, the linkage function, i.e. the distance between clusters X and Y, is 
described by the following expression: 

 
 

ESS(Y)][ESS(X)ESS(XY)Y)D(X,            (5) 
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where XY is the combined cluster originating from fusion clusters X and Y. In con-
trast to other clustering methods which focus on the distance between the clusters, 
the Ward algorithm maximises the homogeneity within the groups. This method 
seems to be best suited in the context of business cycle synchronisation, as the 
idea behind the identification of clusters of similar business cycle characteristics is 
to find groups of countries sharing common business cycles rather than focus on 
the differences of the business cycle characteristics between countries in different 
clusters. 

3.8.2 Empirical Results 

In this section, the empirical results of the cluster analysis conducted for the book 
are presented. The analysis is performed for the 12 countries forming the euro area 
until the end of 2006 (euro 12). If the euro area countries are analysed in a larger 
context such as the OECD, the resulting cluster patterns may be different from the 
separate analysis for these countries, since in the larger sample some euro area 
countries may experience a higher synchronisation with some countries outside 
the euro area than with other euro area Member States. As an example, it might be 
possible that the business cycle of the euro area country Ireland is more similar to 
the business cycle of the UK, a non-member state, than to the business cycle of the 
euro area member Greece. Hence, in addition to the analysis for the euro area, a 
separate cluster analysis is performed for 30 OECD countries. The clustering is 
based on the quarterly output gaps estimated over the period 1970Q1 (where 
available) until 2007Q3. The result of the cluster analysis for the euro area is visu-
alised in the form of a so-called dendogram which can be found in figure 23. 

The analysis of the cluster structure is carried out by inspecting the dendogram 
from left to right, i.e. starting at the lowest level of aggregation. The length of the 
horizontal lines visualises the distance between the clusters. As an example, Fin-
land exhibits a business cycle that is quite distinct from the other countries in the 
sample (see figure 23). 

At the lowest level of aggregation, one cluster of two countries and one of three 
countries are formed, while the remaining countries do not pertain to any cluster. 
The first group of countries with similar business cycles is formed by the Nether-
lands and Austria. At the next stage, this group is joined by Germany. The second 
cluster is made up of Belgium, France and Spain, joined by Italy at the second 
stage. At the first stage, Greece and Portugal do not belong to any cluster. It is on-
ly at the second stage that these two countries merge into a separate cluster. Final-
ly, three countries do not pertain to any cluster at this stage. These are Ireland, 
Luxembourg and Finland. At the next stage, the Netherlands, Austria and Germa-
ny remain in a separate cluster. A second group is made up of Belgium, France, 
Spain, Italy, Greece and Portugal. Only after these two clusters have merged to 
one cluster in the next step, Ireland joins this group, and Luxembourg and Finland 
join this single group successively at the last stages. Table 17 summarises the find-
ings of the cluster analysis for the 12 euro area countries. 
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Fig. 23. Dendogram for the euro area countries 

 

Table 17. Business cycle clusters of euro area (12 countries) 

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 
Nether-
lands, Aus-
tria 

Nether-
lands, Aus-
tria, Ger-
many 

Nether-
lands, Aus-
tria, Ger-
many 

Nether-
lands, Aus-
tria, Ger-
many, 
Belgium, 
France, 
Spain, Italy, 
Greece, 
Portugal, 
Ireland 

Nether-
lands, Aus-
tria, Ger-
many, 
Belgium, 
France, 
Spain, Italy, 
Greece, 
Portugal, 
Ireland, 
Luxem-
bourg 

Nether-
lands, Aus-
tria, Ger-
many, 
Belgium, 
France, 
Spain, Italy, 
Greece, 
Portugal, 
Ireland, 
Luxem-
bourg, Fin-
land 

Germany 
Belgium, 
France, 
Spain 

Belgium, 
France, 
Spain, Italy 

Belgium, 
France, 
Spain, Italy, 
Greece, 
Portugal 

Italy 
Greece Greece, 

Portugal Portugal 
Ireland Ireland Ireland 
Luxem-
bourg 

Luxem-
bourg 

Luxem-
bourg 

Luxem-
bourg 

Finland Finland Finland Finland Finland 

Based on these results, the business cycles of the twelve euro area countries in 
the sample are perhaps best represented as falling into three distinct clusters, with 
three individual countries that stand alone. The first cluster comprises the Nether-
lands, Austria and Germany. The second group consists of Belgium, France, Spain 
and Italy. Greece and Portugal form the third cluster, while Ireland, Luxembourg 
and Finland are quite different from the other countries. 

Table 18 shows the bilateral cross correlations between the output gaps of the 
twelve euro area countries in the sample.  
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Table 18. Correlations between output gaps of EUR12 countries 

 Aut Deu Nld Bel Fra Ita Esp Grc Prt Ire Fin Lux 
Aut  1.00            
Deu  0.68  1.00           
Nld  0.83  0.74  1.00          
Bel  0.45  0.55  0.61 1.00         
Fra  0.34  0.30  0.49 0.83 1.00        
Ita  0.20  0.52  0.44 0.79 0.79 1.00       
Esp  0.49  0.66  0.48 0.75 0.65 0.66 1.00      
Grc  0.25  0.40  0.21 0.24 0.19 0.41 0.42  1.00     
Prt -0.03  0.29  0.02 0.38 0.41 0.56 0.53  0.51  1.00    
Ire  0.32  0.44  0.43 0.61 0.41 0.43 0.50 -0.14  0.16  1.00   
Fin -0.30 -0.13 -0.03 0.47 0.60 0.54 0.32 -0.14  0.13  0.39  1.00  
Lux  0.51  0.25  0.49 0.29 0.24 0.07 0.14  0.17 -0.24 -0.14 -0.05 1.00 

Notes: Output gaps have been calculated by applying the full-sample Christiano-Fitzgerald 
filter to quarterly GDP. Sample period is from 1970Q1 to 2007Q3.  

The output gaps have been calculated by applying the full-sample Christiano-
Fitzgerald filter to quarterly real GDP over the period 1970Q1 to 2007Q3. Hence, 
the table shows the input data for the above cluster analysis. The three clusters 
identified in the previous analysis are separated by horizontal lines. As expected, 
the business cycle synchronisation is highest within the clusters. The table also re-
veals the observation that, on average, the business cycles of Ireland, Luxembourg 
and Finland are only loosely correlated to the cyclical variations of the other euro 
area countries. 

In the following, the clusters will be related to factors that may be important de-
terminants of business cycle synchronisation, such as geographical proximity, 
trade linkages, fiscal policy and institutional similarities. Annual bilateral trade 
figures were taken from the IMF Direction of Trade database. Fiscal policy indica-
tors (the overall and the cyclically adjusted primary budget balances in relation to 
GDP) were taken from the database of the OECD Economic Outlook. Institutional 
indicators may be found in the database of the Fraser Institute and in the dataset 
provided by Nickell (2006). The Fraser Institute publishes a Freedom of the World 
index for more than 120 countries (see Gwartney and Lawson, 2007). The overall 
index consists of several sub-indices such as a labour market regulation index, a 
business regulation indicator and an overall regulation index. Data are provided 
for the period from 1970 to 2005, but for the period from 1970 to 2000 data are 
only available in five-year intervals. Annual data are only published from 2000 
onwards. For the present analysis, the missing data within the five-year periods 
have been constructed by linear interpolation. For some indicators and countries, 
the dataset starts at later points in time. As an example, the business regulation in-
dicator is available only from 1995 onwards. Nickell (2006) provides a set of 
OECD indicators for labour market institutions in 20 OECD countries (from the 
euro area 12, Greece and Luxembourg are missing in this dataset). The dataset 
contains annual data for the period from 1960 to 2004, but for some indicators and 
countries the time period is shorter. 
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Regarding geographical proximity, in the first cluster Austria and Germany as 
well as Germany and the Netherlands share common borders, but this does not 
pertain to the pair Netherlands-Austria, which nevertheless exhibits a high degree 
of business cycle synchronisation. Moreover, some countries sharing a common 
border are found in different clusters. Examples are Belgium and the Netherlands 
as well as Spain and Portugal. In the second cluster, Belgium and France, France 
and Spain as well as France and Italy have common borders. The third cluster 
combines two countries (Portugal and Greece) which are in geographical terms 
quite distant from each other. 

An important source of business cycle synchronisation is bilateral trade intensi-
ty. Following, e.g., Böwer and Guillemineau (2006), for each pair of countries the 
bilateral trade intensity is defined as the sum of bilateral exports and imports, di-
vided by the sum of total exports and imports of both countries. Looking at the 
first cluster of countries, Austria and Germany as well as Germany and the Neth-
erlands show high bilateral trade intensities, while Austria and the Netherlands do 
not trade as much with each other. These latter two countries are indirectly related 
to each other via their individual close trade linkages with Germany. In the second 
cluster, all countries exhibit high bilateral trade intensities; the only exception be-
ing the pair Belgium-Spain. In this case, the geographical distance is also relative-
ly high. On the other hand, the trade linkages of Belgium are highest with Germa-
ny and the Netherlands, countries that are in a different cluster. The countries of 
the third cluster, Greece and Portugal, show a high bilateral trade intensity. How-
ever, due to geographical proximity, Spain is the most important trading partner 
for Portugal. 

Differences in the cyclical position of the euro area countries may also be relat-
ed to diverging fiscal policies. If fiscal policy divergence is a reaction to asymmet-
ric shocks, then differences in fiscal policies may lead to more business cycle syn-
chronisation. If, on the other hand, fiscal policy is itself a source of business cycle 
shocks, then diverging fiscal policies are associated with more heterogeneous 
business cycles (see, e.g., Darvas et al., 2005). The fear that diverging fiscal poli-
cies might reduce business cycle coherence in the euro area was one of the reasons 
for including the deficit criterion both in the Maastricht Treaty and in the Stability 
and Growth Pact (SGP). Different measures may be considered as indicators of 
the fiscal policy stance. One obvious candidate is the overall budget balance in re-
lation to GDP. This indicator is used in the Maastricht Treaty and the SGP. How-
ever, the overall budget balance is to a considerable degree endogenous to the 
business cycle, since automatic stabilisers induce a rising deficit in a cyclical 
downturn and an improvement in an upturn. The cyclically adjusted budget bal-
ance is a measure of changes in the fiscal position of a country apart from business 
cycle influences. Furthermore, the overall budget balance contains interest pay-
ments on outstanding public debt. This expenditure item does not reflect the cur-
rent fiscal policy stance. Hence, the primary budget balance, i.e. the budget bal-
ance adjusted for interest payments, is better suited as an indicator for 
discretionary fiscal policies. Based on these considerations, for the present study 
both the overall budget balance and the cyclically adjusted primary balance, each 
in relation to nominal GDP, are taken into account. 
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Over the period from 1980 to 1998, the countries of the first cluster, i.e. the 
Netherlands, Austria and Germany, had quite large overall budget deficits. In the 
period from 1999 to 2007, the average budget deficit ratio of Germany had only 
marginally improved, while the deficit ratios of the Netherlands and of Austria 
had improved considerably. Hence, since the introduction of the euro the fiscal 
positions of these three countries have exhibited some divergences. In terms of the 
cyclically adjusted primary budget balance (CAPB), as well, the fiscal policy 
stance of Austria and the Netherlands has been very similar since the introduction 
of the euro, while the CAPB of Germany was about one percentage point smaller. 
On the other hand, before 1999 the fiscal policies of Austria and Germany were 
more similar to each other and more distinct from that of the Netherlands. Based 
on the overall budget balance, in the second cluster Belgium and Spain on the one 
hand and Italy and France on the other hand show similarities, but there are sub-
stantial differences between these two sub-groups. While Belgium and Spain al-
most had balanced budgets from 1999 onward, France and Italy ran quite large 
deficits. However, over the period from 1980 to 1998, all four countries, and in 
particular Belgium and Italy, experienced high budget deficits, and the deficits of 
all four countries were considerably larger than those of the countries in the first 
cluster. Looking at the CAPB over the period since 1999, a somewhat different 
picture emerges. This indicator shows Spain and Italy having moderate surpluses, 
while Belgium has a larger surplus and France a smaller one. Before 1999, Spain, 
Italy and France exhibited similar fiscal policy stances with moderate deficits, 
while Belgium stands out with a surplus. The two countries of the third cluster, 
Portugal and Greece, ran high budget deficits both before and after the introduc-
tion of the common currency. However, based on the cyclically adjusted primary 
balance, the fiscal policy position of both countries has been almost balanced. 
Hence, while the overall budget balance differentiates this cluster significantly 
from the other countries, the differences in the CAPB are much smaller. Among 
the three remaining countries, Ireland and Luxembourg show more similar fiscal 
policies than Finland. Summarising these results, the overall budget balances are 
more similar within each cluster than between the clusters. However, when meas-
uring the fiscal policy stance by the cyclically adjusted primary budget balance, 
the differentiation between the clusters is less clear-cut. During the financial and 
economic crisis in 2008-09, the fiscal position of all euro area countries deterio-
rated significantly, albeit to quite different extents. Both the working of automatic 
stabilisers (declining tax revenues, increasing expenditures, in particular for un-
employment benefits) and discretionary policy actions were at play here. In a co-
ordinated effort to combat the sharp decline in economic activity, almost all EU 
countries implemented substantial increases of public investment and consumption 
as well as tax reliefs. However, due to different starting positions in the budget 
balances at the outset of the recession and as the extent of the discretionary poli-
cies and the impact of the automatic stabilisers varied considerably between coun-
tries, the deterioration of the budget balances showed sizeable differences between 
the euro area countries, and these divergences were not closely related to differ-
ences in the cyclical position, since the economic downturn hit all industrialised 
countries nearly simultaneously.  
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Turning to the regulation indicators, the Freedom of the World indices for the 
three countries in the first cluster (Austria, Germany and the Netherlands) are very 
similar, particularly in the period since 1999. In the second cluster (Belgium, 
France, Spain and Italy), this indicator is also very similar, but on average it is 
somewhat lower than in the first cluster, indicating less labour and product market 
flexibility. In this respect, Belgian markets are more deregulated than those of the 
three other countries in the group. Greece and Portugal, which form the third clus-
ter, are more different from each other than the countries of the other clusters. 
With regard to the Freedom of the World index, Portugal has more flexible mar-
kets than Greece. The three remaining countries not belonging to any cluster 
(Luxembourg, Finland and Ireland) exhibit considerably more flexible markets 
than the other euro area countries. Looking at two important sub-indices of the 
Freedom of the World index – labour market and business regulation – in each 
cluster the countries exhibit considerably more differences in their labour market 
regulations than in the business regulation index. Looking at the overall regulation 
indicator of Nickell (2006), the first cluster seems to be more homogeneous than 
the second cluster. In the second group, Italy and especially France have more 
regulated labour and product markets than Belgium and Spain. Due to missing da-
ta for Greece, the third cluster cannot be analysed. Summing these results up, the 
clustering of the labour and product market regulations is broadly in line with the 
clustering based on the output gaps. However, there are also some discrepancies. 
For example, over the period from 1999 to 2005 Belgium and Portugal had the 
same average Freedom of the World index, but they belong to different business 
cycle clusters.  

The extent of business cycle synchronisation between the countries might also 
be influenced by industry structure. In particular, the share of manufacturing in to-
tal value added might be important, since industry is the sector that is most open to 
international competition and thus vulnerable to the international transmission of 
economic fluctuations and external shocks (see, e.g., Artis and Claeys, 2007). In 
the first cluster, the average share of manufacturing amounts to 18.7 per cent, 
slightly above the value of 16.6 per cent recorded for the second cluster. In the 
third cluster (Greece and Portugal), the importance of manufacturing is considera-
bly lower (13.2 per cent). Finally, among the three countries not belonging to any 
cluster, the share of manufacturing varies between 7.9 per cent in Luxembourg 
and about 23 per cent in Finland and Ireland. However, within the first two clus-
ters, there is also significant variation. This applies in particular to the first cluster, 
where the share of manufacturing ranges from 13.3 per cent in the Netherlands to 
22.6 per cent in Germany. Hence, in some cases there is more variation within 
than between the clusters. Thus, the importance of manufacturing appears to ex-
plain only a small portion of business cycle synchronisation. However, during the 
2008-09 recession the share of manufacturing in value added was of utmost im-
portance for the degree to which countries were hit by the crisis. This pattern can 
be explained by the fact that during this period the downturn of economic activity 
led to plummeting exports. Hence, those countries with important manufacturing 
sectors and hence a large exposure to fluctuations in international demand experi-
enced the sharpest fall in GDP. This shows clearly the importance of the source of 
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a recession. If an economic downturn is caused by a drop in foreign demand, those 
countries with a relatively large industrial sector, particularly one specialised in 
the production of investment goods, will be especially hard hit. In such a case dif-
ferences in the share of manufacturing in value added are thus crucial for the 
cross-country synchronisation of cyclical fluctuations.  

The results of the cluster analysis in relation to possible factors driving business 
cycle synchronisation indicate that in general bilateral trade intensity and common 
borders are more important determinants of business cycle synchronisation than 
regulation, fiscal policies or the industry structure. However, as the recent reces-
sion has shown, the relative importance of the different factors may change over 
time. The exact contribution of the various determinants to the business cycle syn-
chronisation has to be determined with regression techniques. This is the subject 
of chapter 4 of this book. 

As mentioned above, extending the analysis to a larger sample of countries may 
affect the existing clusters, since some countries may show more business cycle 
similarities with countries outside the euro area than within. Hence, the cluster 
analysis was also performed for 30 OECD countries. The resulting dendogram can 
be found in figure 24. 

At the first stage, six clusters of two or more countries are formed, while six 
countries do not belong to any cluster. These are Slovakia, the Czech Republic, 
Korea, Iceland, Mexico and Turkey. The first cluster of countries consists of the 
Netherlands, Austria, Belgium, France, Spain, Germany, Italy, Hungary, Switzer-
land and Norway. Another cluster is formed by Australia, New Zealand, the UK 
and Poland. Luxembourg, Denmark, the US and Canada comprise an additional 
cluster. Finally, there are three clusters consisting of two countries each: Greece 
and Portugal, Finland and Sweden as well as Ireland and Japan. At the second 
stage, a cluster emerges that contains all euro area countries except Ireland, to-
gether with Switzerland, Norway, Sweden, Poland, Australia, New Zealand and 
the UK. The second cluster is formed by Ireland, Japan and the Czech Republic, 
and the third group consists of Luxembourg, Denmark, the US, Canada and Ice-
land. At this clustering stage, Slovakia, Mexico and Turkey remain outside all 
country groups. When more clusters are merged, a large group emerges, consisting 
of the Netherlands, Austria, Belgium, France, Spain, Hungary, Germany, Italy, 
Switzerland, Norway, Greece, Portugal, Finland, Sweden, the UK, Poland, Aus-
tralia, New Zealand, Slovakia, Ireland, the Czech Republic and Japan. The second 
cluster is made up of Luxembourg, the US, Canada, Denmark and Iceland. Korea, 
Mexico and Turkey remain separate. At the next stage, Mexico joins the US clus-
ter, then Korea joins the larger cluster, and Turkey only joins the other countries at 
the final stage when there is just one cluster which consists of all countries. The 
various stages of clustering are summarised in table 19. 
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Fig. 24. Dendogram for the OECD countries 

 

On a reasonable level of aggregation, three clusters emerge. The first one com-
prises all euro area countries in the sample (except Ireland and Luxembourg), plus 
the UK, Sweden, Hungary, Poland, Slovakia, Switzerland, Norway, Australia and 
New Zealand. In the second cluster, Ireland, Japan and the Czech Republic are 
grouped. The third cluster is formed by Luxembourg, Denmark, the US, Canada 
and Iceland. Korea, Mexico and Turkey are so different from the other countries 
that they do not belong to any cluster. 
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Table 19. Business cycle clusters of 30 OECD countries 

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 

Nether-
lands, Aus-
tria, Bel-
gium, 
France, 
Spain, 
Hungary, 
Germany, 
Italy, Swit-
zerland, 
Norway 

Nether-
lands, Aus-
tria, Bel-
gium, 
France, 
Spain, 
Hungary, 
Germany, 
Italy, Swit-
zerland, 
Norway, 
Greece, 
Portugal, 
Finland, 
Sweden, 
Australia, 
New Zea-
land, Po-
land, GBR 

Nether-
lands, Aus-
tria, Bel-
gium, 
France, 
Spain, 
Hungary, 
Germany, 
Italy, Swit-
zerland, 
Norway, 
Greece, 
Portugal, 
Finland, 
Sweden, 
Australia, 
New Zea-
land, Po-
land, GBR, 
Slovakia 

Nether-
lands, Aus-
tria, Bel-
gium, 
France, 
Spain, 
Hungary, 
Germany, 
Italy, Swit-
zerland, 
Norway, 
Greece, 
Portugal, 
Finland, 
Sweden, 
Australia, 
New Zea-
land, Po-
land, GBR, 
Slovakia, 
Ireland, Ja-
pan, Czech 
Republic 

Nether-
lands, Aus-
tria, Bel-
gium, 
France, 
Spain, 
Hungary, 
Germany, 
Italy, Swit-
zerland, 
Norway, 
Greece, 
Portugal, 
Finland, 
Sweden, 
Australia, 
New Zea-
land, Po-
land, GBR, 
Slovakia, 
Ireland, Ja-
pan, Czech 
Republic, 
Korea, 
Luxem-
bourg, 
Denmark, 
US, Cana-
da, Iceland, 
Mexico 

Nether-
lands, Aus-
tria, Bel-
gium, 
France, 
Spain, 
Hungary, 
Germany, 
Italy, Swit-
zerland, 
Norway, 
Greece, 
Portugal, 
Finland, 
Sweden, 
Australia, 
New Zea-
land, Po-
land, GBR, 
Slovakia, 
Ireland, Ja-
pan, Czech 
Republic, 
Korea, 
Luxem-
bourg, 
Denmark, 
US, Cana-
da, Iceland, 
Mexico, 
Turkey 

Greece, 
Portugal 
Finland, 
Sweden 
Australia, 
New Zea-
land, Po-
land, GBR 
Slovakia Slovakia 
Ireland, Ja-
pan Ireland, Ja-

pan, Czech 
Republic 

Ireland, Ja-
pan, Czech 
Republic Czech Re-

public 
Korea Korea Korea Korea 
Luxem-
bourg, 
Denmark, 
US, Canada 

Luxem-
bourg, 
Denmark, 
US, Canada 

Luxem-
bourg, 
Denmark, 
US, Cana-
da, Iceland 

Luxem-
bourg, 
Denmark, 
US, Cana-
da, Iceland, 
Mexico 

Iceland Iceland 

Mexico Mexico Mexico 

Turkey Turkey Turkey Turkey Turkey 

Table 20 depicts the bilateral output gap correlations for the 30 OECD coun-
tries. Again, the identified clusters are separated by horizontal lines. For the coun-
tries in the second and third clusters, the business cycle synchronisation with the 
other economies in the respective cluster is clearly larger than the co-movement 
with the countries in the other clusters. For the large first cluster, the picture is less 
clear-cut. As an example, the output gap correlation between Austria and Portugal 
is negative, while it is positive and quite high between Austria and Luxembourg. 
Nevertheless, Austria and Portugal belong to the same cluster, while Luxembourg 
is in a different group. This is due to the fact that, on average, the business cycles 
of the countries in the first cluster are relatively more similar to each other than to 
the business cycles of the countries in the other clusters, although the bilateral 
output gap correlations are lower for some individual country pairs. 
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3.9 Synchronisation and Convergence Within the US 

We provide our own up-to-date statistics of cyclical synchronisation and conver-
gence for the US states. In order to facilitate comparison between the stylised facts 
for the United States and those for the euro area countries, we repeated the de-
scriptive exercises from section 2.5, using our data for the United States. Annual 
data for the US Gross State Product (GSP) is provided by the Bureau of Economic 
Analysis (BEA). However, there is a serious discontinuity in the GSP series for 
the United States, resulting from a switch in source data and estimation methodol-
ogy in 1997. Therefore, the quarterly state personal income series, also provided 
by the BEA, was chosen as a suitable substitute. Such data has been used in previ-
ous research by de Haan et al. (2002) and Barro and Sala-i-Martin (1991). It is the 
only proxy for GSP that is available over longer periods and for higher frequen-
cies. Following de Haan et al. (2002) and Forni and Reichlin (1997), the data 
measured in current dollars are deflated using the US implicit GDP deflator. Natu-
rally, because GDP and personal income are two different measures, it is advisable 
to use caution when comparing the results for the euro area countries with those 
for the United States. For instance, if there is risk sharing, i.e. if there are inter-
state fiscal and market institutions that help smooth income between states (e.g. 
through taxes, transfers and capital income) we expect personal income cycles to 
be more correlated across states than GDP cycles would be. Kalemli-Ozcan et al. 
(2005) indeed find that risk sharing between the US states is significant and that 
asymmetry of personal income across US states is substantially lower than asym-
metry of output. However, the same authors also demonstrate that in the European 
Union income is more asymmetric than GDP in spite of positive risk sharing in the 
1990s. 

The figures 25 and 26 are the counterparts to figures 2 and 3 of section 3.4. 
They display in solid the mean of bilateral correlations in cyclical state personal 
income rolling over a 6-year window and in dotted the average of the bilateral cor-
relations for non-overlapping periods of equal lengths. Two features are worth 
noting. First, the averages of the bilateral correlations seem to suggest at first 
glance that business cycles of the United States are on average more synchronised 
than the cycles of the euro area countries – an observation which would be in line 
with previous studies. This difference in synchronisation levels is especially pro-
nounced for the cycles generated by the MA and TIM methods. However, the av-
erages of the bilateral correlations of the HP, BK and CF cycles are not much dif-
ferent from the average correlations of the euro area cycles generated by these 
methods, suggesting that business cycle synchronisation is similar and high in 
both the euro area and the United States. Furthermore, if we follow the risk-
sharing argument mentioned above, the tendency of the United States’ business 
cycles being on average more synchronised than the cycles of the euro area coun-
tries could be at least partly attributed to the possibility that personal income cy-
cles are more correlated across states than GDP cycles. Thus, we conclude that 
there is a filtering-method-sensitive tendency for the cycles of the United States to 
be on average more synchronised than the cycles of the euro area countries. In ad-
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dition, because the cycles of the United States are personal income cycles and the 
euro area cycles are GDP cycles, higher average correlations of the United States’ 
cycles may be attributed to the different type of data used in the analysis. 

Fig. 25. Mean of correlations in the US 
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Notes: 6 year rolling window (solid line) and a fixed period of 6 years (dotted line). 

Fig. 26. Variance of correlations in the US 
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Notes: 6 year rolling window (solid line) and a fixed period of 6 years (dotted line). 



90      3  Descriptive Analysis 

 

Interestingly, the patterns of the rolling window correlations bear remarkable 
similarities to the patterns of the euro area. A drop in correlation around 1997, 
which coincides with the Asian emerging market crisis, is visible in both the mean 
correlations computed for the US states and the euro area countries (recall figure 2 
and figure 3 on page 41). A decline in mean correlation since 2005 also emerges 
among both the euro countries and the US states. Changing the length of the roll-
ing window to 4 years seems to only further confirm the above-stated qualitative 
observations, therefore allowing us to omit the corresponding figure. The variance 
estimates of the cross-correlations (figure 26) demonstrate that periods with an in-
crease in mean correlation are accompanied by an increase in the dispersion of 
correlations. In particular, at the end of the sample period, the variances rise for 
most filtering methods, again pointing to a de-coupling of business cycles across 
the US states. In section 3.4, we report the same finding for the euro area. 

We also examined the individual states’ cycles in order to ascertain the degree 
of heterogeneity across regions in the US. Figure 27 shows the bilateral correla-
tions of state-cycles and the reference cycle, which is the personal income cycle 
for the United States as a whole. Similar to some euro area countries, which had 
cycles that have uncoupled from the euro area cycle, states such as Alaska (2), 
Louisiana (22), North and South Dakota (38 and 46), Montana (30) and Nebraska 
(31) seem to have cycles that show very low or no synchronisation with the rest of 
the country. 

To summarise, our results suggest that the time periods of de-coupling and re-
coupling are similar among US states and euro area countries. Global events seem 
to have a greater influence on the (sometimes temporary) changes in synchronisa-
tion than currency-union-specific factors. Our descriptive picture of regional syn-
chronisation in the US implies that risk sharing, which is reflected in the personal 
income cycles of the US, does not seem to completely prevent business cycle de-
coupling in eras that are marked by adverse economic events. Cross-correlations 
of US states versus the aggregate cycle show that the US is not an economic re-
gion that is perfectly synchronised over time and over states. In the United States, 
regional economic specialisation is more pronounced than in Europe. While some 
states rely heavily on agriculture, other states are dependent on mineral processing 
or the service industry. Yet the US is widely regarded as a successful monetary 
union, a conviction that has only be strengthened by the effective monetary policy 
and macroeconomic conditions of the 1990s, despite the varying degrees of cycli-
cal symmetry during that period. In this regard, a comparison of business cycle 
synchronisation between the euro area and US may lend support for the optimistic 
view that the degree of cyclical similarity in the euro area is sufficiently high for 
the successful sharing of a common currency. This is certainly welcome news, 
since a further rise in European economic integration and risk sharing is expected 
to take place. 
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Fig. 27. Correlations of US states vis-à-vis the US aggregate 
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Notes: 6 years rolling window. Alabama (1), Alaska (2), Arizona (4), Arkansas (5), Cali-
fornia (6), Colorado (8), Connecticut (9), Delaware (10), Florida (12), Georgia (13), Hawaii 
(15), Idaho (16), Illinois (17), Indiana (18), Iowa (19), Kansas (20), Kentucky (21), Louisi-
ana (22), Maine (23), Maryland (24), Massachusetts (25), Michigan (26), Minnesota (27), 
Mississippi (28), Missouri (29), Montana (30), Nebraska (31), Nevada (32), New Hamp-
shire (33), New Jersey (34), New Mexico (35), New York (36), North Carolina (37), North 
Dakota (38), Ohio (39), Oklahoma (40), Oregon (41), Pennsylvania (42) Rhode Island (44), 
South Carolina (45), South Dakota (46), Tennessee (47), Texas (48), Utah (49), Vermont 
(50), Virginia (51), Washington (53), West Virginia (54), Wisconsin (55), Wyoming (56). 

 

3.10 Concluding Remarks 
 

After reviewing the relevant literature in the first part of the study, we analysed 
business cycle volatility and synchronisation of a possible enlarged euro area with 
an updated dataset. The group of non euro-12 EU 27 countries and a group of non-
EU countries were analysed with respect to business cycle synchronisation with 
the euro area. The inclusion of these non-euro countries was regarded as being 
important and it was seen that the prospect of joining the euro is important for 
countries that are increasingly integrated by trade and capital flows with the euro 
area. In addition, it was shown that a global pattern of business cycle volatility and 
synchronisation with the global business cycle play an important role for the euro 
area. This implies that the dynamics of the business cycle of the euro area can be 
analysed more accurately by taking into account both internal euro area and global 
factors. 

It was seen that business cycle synchronisation in the euro area is high, without 
any clear trend towards increasing or decreasing. On average, countries outside 
the euro area are clearly synchronised to a lower degree than current members but 
the synchronisation of some of these countries has risen considerably in recent 
years. Business cycle volatility has declined somewhat in practically all cases, 
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probably reflecting a global process of lower business cycle volatility. In the euro 
area specifically, increasing intra-euro area trade and financial flows and lower 
volatility from monetary and fiscal policy shocks as well as structural and institu-
tional convergence may be playing a role, too. However, the small upward trend in 
fiscal divergence since the introduction of the euro contrasts with the dispersion of 
output gaps, inflation rates and real interest rates that have all remained constant 
since then. The introduction of the euro has been conducive to low and stable out-
put and inflation dispersion but perhaps at the cost of some increase in fiscal dis-
persion. 

It is very difficult to disentangle changes in business cycle volatility and busi-
ness cycle synchronisation in the euro area from the equivalents in the global 
business cycle, particularly if both are trending in the same direction, as is often 
the case. Given this difficulty, there is a clear risk of wrongly attributing develop-
ments in the euro area to, say, the introduction of the euro, when they are instead a 
manifestation of global developments such as globally increasing synchronisation. 

Against this backdrop, two issues are of particular importance in the remainder 
of this study: in chapter 4 we analyse the determinants of business cycle synchro-
nisation in the euro area with a particular focus on financial market integration and 
structural reforms, and in chapter 5 we look at the transmission of country-specific 
and international shocks and business cycle convergence. 



 

4 Determinants of Business Cycle Synchronisation 

By Jonas Keil and Andreas Sachs  

The analysis of the determinants of business cycle synchronisation has been a ma-
jor topic in research on business cycle synchronisation. At the core of this strand 
of literature is the effort to identify the underlying factors that shape the symmetry 
or asymmetry of business cycles across countries. Understanding these factors is 
crucial for the design of currency areas such as the euro area and for conducting a 
common monetary policy. Building on the literature review in chapter 2, in this 
chapter a comprehensive empirical study of the determinants of business cycle 
synchronization is conducted. To this end, recent available data for the euro area 
and beyond are analysed. In addition to the overall analysis of these determinants, 
this study focuses on three particular questions: First, have the determinants of 
synchronisation in the euro area changed since the introduction of the common 
currency? While much of the literature on business cycle synchronisation has dealt 
with the phase leading up to the introduction of the euro, analyses of the time pe-
riod after its introduction are relatively scarce in comparison. In this connection, 
data from the first decade of the euro are used to answer this question. Second, 
what is the effect of the increasing integration of financial markets? These two 
questions are addressed in the first part of this chapter (section 4.1). Third, what is 
the influence of similarities in institutional conditions and structural reforms on 
the degree of business cycle synchronisation? Mainly due to data-related prob-
lems, the latter two factors have been neglected in the literature as potential de-
terminants of synchronisation. In order to correctly identify their effects, a broad 
range of indicators are analysed in this study. This question is addressed in the se-
cond part of this chapter (section 4.2). 

4.1 Financial Market Integration and Synchronisation 

In section 2.2 of this book, a broad overview of theoretical and empirical literature 
on the determinants of business cycle synchronisation was presented. As has been 
argued in sub-section 2.2.5, among all potential determinants the integration of fi-
nancial markets can be considered to have received the least attention in the litera-
ture, mainly due to methodological problems. This section aims to fill this gap in 
the literature by providing a comprehensive analysis of the effects of financial in-
tegration on business cycle synchronisation. Following a discussion on how to 
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correctly measure financial integration in empirical studies, a broad range of fi-
nancial variables will be employed. 

However, isolated analyses covering only financial integration as a determinant 
of synchronisation are not adequate. Instead, all relevant determinants need to be 
included to yield unbiased and meaningful results. Therefore, this section uses the 
opportunity to conduct an up-to-date and comprehensive analysis of the determi-
nants that have been discussed in section 2.2 of this book. As it has been just over 
a decade since the introduction of the euro as a common currency, it is possible to 
analyse and document changes in empirical findings regarding the different de-
terminants of synchronisation and their relative importance.  

The contribution of this section therefore is twofold: The main focus lies on an-
alysing the effects of financial integration as a determinant factor. Additionally, 
this section provides an updated analysis of the different determinants of business 
cycle synchronisation both for a longer time horizon and sub-periods before and 
after the introduction of the euro. Section 4.1.1 begins with a discussion of the dif-
ferent available methods of measuring financial integration in the context of this 
study and section 4.1.2 presents the empirical strategy and models applied here. 
Results are presented in section 4.1.3 and some conclusions are drawn in section 
4.1.4. 

4.1.1 Measuring Financial Integration 

In contrast to the heavy attention that trade integration and other determinants 
have received in the literature, the effects of financial integration have only played 
a minor role in research on factors that influence synchronisation. At least partial-
ly, this can be attributed to numerous methodological problems encountered when 
empirically studying the effects of financial integration. Trade integration, for in-
stance, can be measured relatively easily. International trade flows can be directly 
observed and appropriate variables that capture international trade integration can 
be calculated on the basis of such data. 

Financial integration, however, is a much blurrier concept than trade integra-
tion, making it harder to measure adequately. The term “financial integration” can 
refer to the international integration of different financial markets such as money 
markets, banking markets, bond markets, stock markets or markets for other forms 
of international investment. This suggests that depending on the specific financial 
market observed, there might be differing degrees of international integration. An 
empirical study by Baele et al. (2004) corroborates this notion. Consequently, it 
would be misleading to rely on one single measure of financial integration that re-
fers to only one of these markets. Instead, one has to explicitly take into account 
various financial markets when analysing the general degree of financial integra-
tion between countries. The few studies that have analysed financial integration as 
a possible determinant of business cycle synchronisation typically have concen-
trated only on one variable that reflects integration in one type of financial market. 
The analysis carried out in this chapter improves on the existing literature by ana-
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lysing a broad range of financial indicators, unified in a single framework, that 
cover several financial markets. 

An additional problem is that it is not possible a priori to identify the concept of 
financial integration that should be applied in an empirical study of the determi-
nants of bilateral business cycle synchronisation. In a very broad definition, Baele 
et al. (2004) define an integrated financial market as a market to which all agents 
have equal access, and in which all of them face a single set of rules and are treat-
ed equally. This definition of financial integration thus refers to the harmonisation 
of the legal, regulatory and institutional framework of international financial mar-
kets, a dimension can be captured by binary variables such as the indicators pub-
lished in the IMF’s Annual Report on Exchange Arrangements and Exchange Re-
strictions (AREAER) or extensions thereof, such as the indicator by Chinn and Ito 
(2008). 

However, such a de jure definition of financial integration is not very tractable 
in empirical studies. Moreover, it does not necessarily capture the effective (or de 
facto) degree of international integration observed in different financial markets. 
Indeed, the effective degree of integration is better reflected by the prices and vol-
umes observed on financial markets. Accordingly, measures of effective integra-
tion can be divided into quantity-based and price-based measures (cf. Baele et al., 
2004). Quantity-based measures directly measure effective integration by looking 
at observable market trading volumes. The assumption is that larger volumes of 
international financial transactions mean a higher degree of effective integration. 
Depending of the specific type of data used, such measures can be applied to sin-
gle countries, country pairs or whole groups of countries. Typically, in the context 
of country-pair based studies of business cycle synchronisation, bilateral data (e.g. 
data on financial flows between two countries) are used. 

Price-based measures follow a different approach. These measures are based on 
the idea that in fully integrated international markets the law of one price must 
hold for financial assets with the same characteristics. Any deviation in prices be-
tween countries thus can be regarded as an indication of imperfect market integra-
tion (cf. Baele et al., 2004, for a more detailed discussion). For example, when 
taking equity and debt markets into account, return spreads are commonly used as 
a price-based measure. However, price-based measures of effective integration 
suffer from the fact that in empirical applications not all potentially relevant fac-
tors determining the prices of financial assets in different countries can be includ-
ed. In the case of return spreads, divergence could simply be driven by idiosyn-
cratic economic factors rather than by low arbitrage opportunities due to a low 
degree of market integration. Keeping this caveat in mind, price-based measures 
should not be used as the only measure of effective integration as they can only be 
regarded as rough indicators. 

Against this background, the use of quantity-based measures of effective inte-
gration in several financial markets seems to be the best way of capturing the true 
degree of financial integration. Imbs (2006) summarises several postulates for the 
adequate choice of measures of financial integration in the context of country-pair 
based studies on the determinants of synchronisation.  According to Imbs, superior 
measures of financial integration are measures that are “(i) directly observable, (ii) 
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bilateral rather than aggregated across countries, and (iii) capturing stocks rather 
than flows” (Imbs, 2006, p. 300). All of these considerations guide the choice of 
data and variables used in order to map financial integration in this study. As main 
variables, four quantity-based measures as well as four price-based measures are 
employed. The construction of these variables is explained in detail in section 
4.1.2.2 below. 

As argued in section 2.2.5, both the theoretical predictions and the existing em-
pirical results regarding the effects of financial integration on the synchronisation 
of business cycles are mixed. On the theoretical side, there are several contradict-
ing predictions regarding direct and indirect effects. Empirically, there have been 
some studies documenting a positive overall effect, while other studies find con-
tradictory results. One aim of the present study is thus to use the insights achieved 
in empirical studies about the appropriate measurement of financial integration in 
order to contribute to our understanding of the effects of financial integration. 

4.1.2 Empirical Method 

In the following, the hypotheses about the determinants of business cycle syn-
chronisation in general and the effects of financial integration in particular will be 
assessed empirically. Before presenting the results of the estimations in section 
4.1.3, the following sections 4.1.2.1 and 4.1.2.2 provide an overview of the empir-
ical models, estimation strategy and data employed here. 

4.1.2.1 Empirical Models and Estimation Strategy 

In accordance with the literature in the tradition of Frankel and Rose (1998), the 
statistical units underlying the following analyses will not be single countries, but 
all possible two-country pairs in the respective sample of countries. As a basic 
principle, all variables used in the analyses are thus constructed in a bilateral fash-
ion and symmetrically for each country pair. In this way, for a group of n coun-
tries, 1)/2-n(nN   country pairs are obtained. This study focuses mainly on the 
twelve original members of the euro area as of 2001, i.e. Austria, Belgium, Fin-
land, France, Germany, Greece, Ireland, Italy, Luxembourg, the Netherlands, 
Spain and Portugal. This so-called Euro-12 sample yields 66 country pairs. Addi-
tionally, a larger sample is constructed in order to compare the Euro-12 results 
with results obtained from a larger group of industrialised countries. This large 
sample consists of 25 OECD countries (see appendix for details) and it is largely 
defined by the availability of data used in the study. This sample of 25 countries 
yields 300 country pairs at most. 

In addition to these main determinants of synchronisation, other determinants 
have sometimes been proposed in the literature. These are usually indicators that 
focus on other policy fields such as the exchange rate regime, which obviously is 
not relevant for the euro area (see section 2.2 of this book for an overview of other 
determinants analysed in the literature). However, since those potential determi-
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nants were mainly not found to be of major importance, in the following, the focus 
will be on the determinants depicted in figure 28. As indicators of structural fea-
tures such as union density or international competitiveness have not been ana-
lysed in existing literature so far, this topic will be discussed in greater detail in 
section 4.2. 

Fig. 28. Interdependencies between the main determinants 

Source: Extended illustration based on Imbs (2004, p. 724, Figure 1) 

The general econometric model and estimation framework of the following es-
timations have previously been used in many of the studies reviewed in section 
2.2, most notably in the seminal contribution by Frankel and Rose (1998), which 
was the first study to employ this framework to quantitatively analyse trade inte-
gration as a determinant of business cycle synchronisation. In the literature, this 
general model has been employed in two different forms: a single-equation model 
and a simultaneous-equations model. The general formulation of the single-
equation model is the regression equation 
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ρ
ijt4ijt3ijt2ijt10ijt εXαFαSαTααρ    (6) 

 
where ijtρ  is a measure of business cycle synchronisation between country i and 
country j in period t, ijtT  is a measure of trade integration, ijtS  is a measure of dif-
ferences between the production structures of countries i and j, ijtF  is a measure of 
financial integration, ρ

ijtX  is a vector of other relevant regressor variables, and ρ
ijtε  

is an error term summing up all other influences on the degree of synchronisation 
not explicitly captured by the model. Estimates for the coefficients 1α , 2α  and 3α  
thus capture the individual effects of each determinant on the level of synchronisa-
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tion. Regarding figure 28, only the direct effect depicted by the bold arrows are 
included here while the interdependencies depicted by the regular and the dashed 
arrows are not. 

However, this single-equation model can only account for the total (or net) ef-
fect, but not for both the direct and indirect effects as depicted in figure 28. Sever-
al authors, including Imbs (2001, 2004 and 2006), Akin (2007) and Inklaar, Jong-
A-Pin and de Haan (2008), have proposed an extended version of model (6) de-
signed to disentangle the direct and indirect effects of the endogenous determi-
nants. Depending on the specific focus of these studies, each has presented a 
slightly different version of this model. The general formulation corresponding to 
figure 28 is the following simultaneous-equations model which includes all of the 
potential interdependencies: 
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            (7) 
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In addition to the main equation, which captures the direct effects of the determi-
nants on synchronisation, three new equations are introduced which explicitly 
model the interdependencies of the endogenous variables ijtT , ijtS  and ijtF . In 
terms of figure 28, all of the depicted interrelations are included in this model. The 
vectors T

ijtX , S
ijtX and F

ijtX  contain sets of exogenous regressors for each of these 
equations. Model (7) enables the explicit assessment of the mutual relations of the 
endogenous determinants by inspection of the coefficients 1β , 2β , 1γ , 2γ , 1δ  and 

2δ . Additionally, it allows the calculation of the indirect effects of the determi-
nants on synchronisation by multiplying the respective coefficients. For example, 
any indirect effect of specialisation on synchronisation working via affecting trade 
patterns is captured by the product 11 αβ  . In sub-section 4.1.3.3, which focuses 
particularly on the effects of multiple measures of financial integration, the fol-
lowing reduced version of model (7) is estimated: 
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Of the possible interrelations of the determinants, in this model only the mutual 
effects of trade and finance and the unidirectional effect of finance on specialisa-
tion are considered. Referring to figure 28, the relations depicted by dashed arrows 
are not considered here. This model has previously been employed by Imbs (2006) 
to study the effects of financial integration. It improves on model (7) by increasing 
the degrees of freedom due to the smaller number of coefficients to be estimated 
as well as by potentially strengthening the identification of the three additional 
equations in the model. Especially when restricting the analysis to the Euro-12 
sample and 66 observations at most, the gain in degrees of freedom can result in 
more accurate estimates. 

Due to the potential violation of the basic assumptions of the linear regression 
model, a regular ordinary least squares (OLS) estimation of model (6) is most like-
ly not appropriate. As portrayed in figure 28, the mutual interdependencies of the 
main determinants of synchronisation render them endogenous. In this case, the 
regressors are correlated with the error term, which results in inconsistency of the 
OLS estimator due to a simultaneity bias. Frankel and Rose (1998) have proposed 
accounting for this bias by using instrumental variables (IV) estimation, which 
since has become the standard approach in this strand of the literature. The two-
stage least squares (2SLS) approach applied here requires exogenous variables to 
be used as instruments for the endogenous variables in order to correctly identify 
the effects of these variables. The previous literature has come up with a compre-
hensive list of variables that can be used as instruments. They will be discussed 
below. 

Estimation of a system of simultaneous equations as in models (7) and (8) is 
feasible only under certain restrictive conditions. This is due to the well-known 
identification problem associated with structural form simultaneous-equation 
models. Which variables should be used as exogenous regressors? Since the set of 
instrumental variables is chosen to contain the relevant exogenous variables that 
exert an influence on the endogenous variables, meeting the identification condi-
tions is ensured by the use of these instrumental variables as exogenous variables 
in the vectors T

ijtX , S
ijtX  and F

ijtX . 
As has been pointed out in the literature, while equation-by-equation IV estima-

tion of an identified simultaneous-equations model is possible, this would disre-
gard the contemporaneous correlation structure of the error terms of the equations. 
Consequently, the three-stage least squares (3SLS) estimation procedure of Zell-
ner and Theil (1962) is proposed by Imbs (2001, 2004 and 2006), Akin (2007) and 
Inklaar, Jong-A-Pin and de Haan (2008). This procedure estimates the covariance 
matrix of the full simultaneous-equations model which then is used for an efficient 
simultaneous estimation based on the generalised least squares approach. Thus, 
the 3SLS framework achieves both “consistency through instrumentation, and ef-
ficiency through appropriate weighting in the variance-covariance matrix” (Imbs, 
2004, p. 729). 

An important feature of the estimation methods in this section and, in general, 
of most empirical studies in the tradition of Frankel and Rose (1998), is that they 
represent “between” estimation, i.e. the annual observations of each time-varying 
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variable in the models are averaged over the respective time period and only the 
cross-sectional variation between the statistical units (country pairs) is captured in 
the estimations. The use of “within” estimation methods such as panel fixed ef-
fects methods would be desirable for a number of reasons. However, this is essen-
tially prevented by the unavailability of several important variables needed as in-
strumental variables, such as the gravity variables (see below). In this sense, there 
is a trade-off between explicitly taking into account the time-dimension and ade-
quately identifying “causal” relationships between the variables; this study seeks 
to do the latter. An additional advantage of this “between” estimation approach is 
that missing observations for single years do not matter much since the time-
average of the respective variable can still be calculated using the remaining avail-
able annual observations. However, an implicit assumption of such “between” es-
timations is the stability of the interrelations between the variables being analysed 
over the whole sample period. To account for possible shifts in these interrela-
tions, additional analyses of shorter sub-periods are performed later in section 
4.1.3.2. 

4.1.2.2 Data and Variables 

The measure of business cycle synchronisation, ijt , is the correlation coefficient 
of the cyclical component of GDP between countries i and j over period t. Cyclical 
GDP components are obtained using the Baxter-King band-pass filter with a fre-
quency band between two and eight years, which covers the typical length of a 
business cycle. Since the correlation coefficients are by construction calculated for 
a period of time, they do not need to be averaged over the respective time period 
like the other time-varying variables in this study. Annual GDP data are taken 
from the OECD National Accounts database for the OECD countries and from the 
World Economic Outlook database of the International Monetary Fund (IMF) for 
the remaining countries in the large sample. GDP forecasts of the IMF are includ-
ed to circumvent the problem of losing observations at the end of the series due to 
the use of the BK filter. As emphasized by Otto, Voss and Willard (2001), the cor-
relation coefficients are bounded by the interval  1,1 , which renders the as-
sumption of a normally distributed error term ρ

ijε  unreasonable. To correct for this 
violation of the basic assumptions of the linear regression model, the authors sug-
gest using the transformation ))ρ)/(1ρln((11/2ρ ijijij ~ . This transformation 
maps the correlation coefficients to the interval  ,   and produces variables 
which asymptotically are normally distributed. Kernel estimations by Inklaar, 
Jong-A-Pin and de Haan (2008, p. 652) show that this transformation is indeed 
needed to justify the normality assumption. Apart from this transformation, all 
other variables except the different dummy variables enter the regression equation 
as natural logarithms, as is standard procedure in the related literature. Due to the-
se transformations of the variables, the absolute values of the estimated coeffi-
cients are hard to interpret directly, such that our interest lies in the sign and the 
relative size of the estimates.  
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Against the background of the discussion of section 4.1.1, in the following the 
construction of the set of variables used to capture financial market integration 
will be explained. As previously stated, our main focus lies on bilateral quantity-
based measures of effective integration. The first quantity-based measure of finan-
cial integration is the degree of bilateral foreign direct investment intensity. Fol-
lowing Otto, Voss and Willard (2003), this is defined as 
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    (9) 

 
 
Here, ijtFI  denotes the FDI inward position of country i with respect to country j, 
i.e. the stock of FDI in reporting country i held by partner country j. ijtFO  corre-
spondingly denotes the outward position of investment of country i held in country 
j. The FDI data are taken from the OECD International Direct Investment Statis-
tics database that includes FDI data from 1981 to 2005 with some gaps in availa-
bility. Due to its relatively strong comprehensiveness in terms of time periods and 
countries covered, this database will constitute the basic measure of financial inte-
gration used in the analysis. 

The second quantity-based measure that uses real bilateral data is portfolio in-
vestment intensity. The IMF has recently made available the Coordinated Portfolio 
Investment Survey (CPIS) database that contains data on bilateral portfolio in-
vestment holdings for the years 2001 to 2006. This data is used to calculate 
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where ijtI  denotes the outward investment position of i relative to j. Imbs (2006) is 
the only other study thus far that has employed CPIS data to examine business cy-
cle synchronisation. 

The third quantity-based measure is a variable for banking integration. More 
specifically, this variable captures the bilateral intensity of foreign asset holdings 
of the banking sector, which is calculated as 

 

ijt jit
ijt

it jt

B +B
BI =

Y +Y
   (11) 

 
Here, ijtB  denotes the value of foreign claims of the banking sector of country i on 
both the banking and non-banking sectors of country j. Data is taken from the 
Consolidated Banking Statistics of the Bank for International Settlements (BIS), 
as reported in BIS (2008). Bilateral data are only available for all countries in the 
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sample from 1999 to 2006 in most cases. A related measure is used by Böwer and 
Guillemineau (2006), although they use a measure incorporating bilateral bank 
flows that is calculated based on changes in the foreign claim holdings of banks. 
Here, however, we opt to construct a measure based on stocks rather than flows 
since the former are considered to be superior. 

The fourth quantity-based variable is a measure of global financial openness 
proposed by Akin (2007). The ratio of gross private capital flows itGPF  of coun-
try i to its GDP is used to calculate 
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These gross private capital flows refer to the sum of all inward and outward flows 
of foreign direct investment, portfolio investment and other investment of a single 
country. Note that since ijGFO  is not calculated using bilateral data, it does not 
necessarily indicate financial integration between the country pair i and j. Never-
theless, the degree of global financial openness of the two countries is to a certain 
extent a proxy for financial integration between the pair, although presumably less 
so than the truly bilateral variables are. The ratios of gross private capital flows to 
GDP are taken from the WDI database and are available from 1980 to 2005 for 
most countries in the sample. 

In addition to these four quantity-based measures, two price-based measures of 
financial integration suggested by Otto, Voss and Willard (2003) will also be con-
sidered, namely the return spreads of equity markets and bond markets. Here, the 
underlying idea is that the law of one price should hold in internationally integrat-
ed financial markets (Baele et al., 2004) and that returns of comparable assets 
should therefore be equal. These two measures suffer from the same shortcoming 
as the global financial openness measures presented above because they are not 
based on real bilateral data. Furthermore, return spreads arguably are not very ac-
curate measures of financial integration. Even if financial markets are perfectly in-
tegrated, not all relevant economic and financial factors affecting financial asset 
risk and returns can be appropriately controlled for when comparing asset returns. 
Nevertheless, highly integrated financial markets can be expected to exhibit simi-
lar return patterns over a period of time (Otto, Voss and Willard 2003). 

The degree of equity market integration is measured as the return spread of the 
stock markets of countries i and j. These returns are calculated using representa-
tive stock market index trends for each country, as based on Eurostat data for 
nearly all countries in the large sample from the mid-1990s to 2007. Since it is not 
clear from the outset whether nominal or real return spreads better capture the de-
gree of equity market integration, both measures will be included in the analysis. 
In addition to these measures, nominal and real return spreads of long term bonds 
will be considered as a measure of bond market integration. Long term interest 
rates – mostly of 10 year government bonds – are taken from the OECD Economic 
Outlook database. 



4.1  Financial Market Integration and Synchronisation      103 

All of the above measures of financial integration aim at capturing effective fi-
nancial linkages by looking at quantities or prices actually observed in financial 
markets. In addition, there are other measures that capture de jure financial inte-
gration, including indices of restrictions on international financial transactions 
such as capital controls. These variables are mainly based on the indices published 
by the IMF in the Annual Report on Exchange Arrangements and Exchange Re-
strictions (AREAER). Because they are set by economic policy and thus exoge-
nously affect the de facto degree of integration, these variables are natural candi-
dates for use as instruments to measure financial integration. Therefore, the first 
set of instruments used here are the bilateral sums and absolute differences of the 
Chinn-Ito index of two countries. This index, constructed by Chinn and Ito (2008) 
using the AREAER indices, indicates the degree of de jure financial openness. Its 
bilateral sums and differences thus capture differential effects of institutional fea-
tures on de facto bilateral integration. Furthermore, following the approach of 
Imbs (2004 and 2006), the second set of instruments are indices indicating institu-
tional differences between financial markets in terms of legal structures. 
La Porta et al. (1998) and related contributions such as Cecchetti (1999) have es-
tablished that certain features of legal institutions such as the origin of the legal 
system or the degrees of creditor and shareholder rights protection directly influ-
ence financial structures. One example is the predominance of external financing 
through banks in financial markets of countries with German legal origin as op-
posed to the predominance of equity financing in countries with British legal ori-
gins. Since similar financial structures can reasonably be expected to be conducive 
to financial integration, bilateral sums and absolute differences of the creditor 
rights and the shareholder rights indices provided by La Porta et al. (1998) as well 
as a dummy indicating common legal origins are used as additional instruments to 
measure financial integration. 

The remaining variables used in this study are relatively straightforward and 
commonly used in the literature and therefore do no not require much discussion. 
The variables capturing trade integration and sectoral specialisation will also be 
employed in the accompanying study in section 4.2. 

Following Frankel and Rose (1998), in order to capture the intensity of bilateral 
trade integration, the measure 
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is calculated, whereby ijtX are the exports from country i to country j and ijtM  are 
the imports of country i originating from country j. itX  and itM  correspondingly 
denote total exports and imports of country i, respectively. Annual bilateral and to-
tal trade data are taken from IMF’s Direction of Trade Statistics database and 
GDP data are taken from the World Development Indicators 2007 database of the 
World Bank. Data are measured in US currency and current year prices. As a ro-
bustness check, all estimations were carried out using a similar measure that nor-
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malises bilateral trade by GDP. As the resulting estimates largely do not differ 
from those using the above measure, they will not be reported here. 

However, as discussed above, not only total trade volumes but also the compo-
sition of trade matters. Therefore, a second variable designed to specifically cap-
ture intra-industry trade is introduced following Gruben, Koo and Millis (2002). 
According to Grubel and Lloyd (1975), the share of intra-industry trade in bilat-
eral trade can be measured by the weighted Grubel-Lloyd index 
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Here, S1,...,s   is the index of the sectors or industries considered, while sijtX  
and sijtM  are the bilateral exports and imports of goods of a particular sector s. 
Conceptually, intra-industry trade takes place if two countries exchange goods of 
the same sector, i.e. if both sijtX  and sijtM  are strictly positive for a given sector s. 
If either sijtX  or sijtM  is equal to 0, there is no intra-industry trade. As can be easi-
ly verified, the first bracket term of equation (14) is equal to 0 if there is no intra-
industry trade in a given sector and the equation is equal to 1 if all trade in a given 
sector comprises intra-industry trade, i.e. if sijtsijt MX  . The second bracket term 
is a weight indicating the importance of each sector in total trade. A large value 
for ijtGL  thus indicates a high overall share of intra-industry trade in total bilateral 
trade. Using the weighted Grubel-Lloyd index, the measure ijtijt GLT   can be cal-
culated. This measure indicates the degree of intra-industry trade integration and is 
used as an alternative trade variable in this study. Sectoral trade data is taken from 
the Trade, Production, and Protection Database maintained by the World Bank. As 
described in Nicita and Olarreaga (2007), this database provides bilateral data on 
exports and imports for 28 different sectors at the three-digit level of the Interna-
tional Standard Industrial Classification (ISIC) system for the period 1976–2004. 
Drawing on this database, the Grubel-Lloyd index thus gives a very detailed pic-
ture of the sectoral trade structure. 

The set of instrumental variables for the trade variables is standard. Gravity 
variables are truly exogenous explanatory variables for international trade pat-
terns. Therefore, following Frankel and Rose (1998), the distance between the 
main economic areas of the two countries as well as two dummy variables indicat-
ing a common language and a common border, respectively, will be used as in-
strumental variables. Additionally, following Imbs (2006), bilateral sums and 
products of the population sizes of the two countries are included in order to cap-
ture trade effects of the relative size of the two economies. 

There are a number of ways to measure differences in the sectoral structures of 
two economies. Several such measures are applied by Belke and Heine (2006). 
Here, however, only one will be employed. As in Imbs (2004), differences in sec-
toral specialisation will be measured by 
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where sitVA  denotes the share of value-added of sector s in the total value-added of 
country i. Larger values of ijtS  indicate less similar sectoral structures, with ijtS  
being equal to 0 for identical and equal to 2 for completely disparate structures. 
This measure is a modification of the one applied by Krugman (1991), who uses 
sectoral employment rather than sectoral value-added data. Data for sectoral val-
ue-added are taken from the 60-Industry Database maintained by the Groningen 
Growth and Development Centre. This database provides annual data for nearly 
60 sectors covering all OECD countries in the period 1979-2003. The sectors in-
cluded in the database cover the whole economy and are disaggregated at two-
digit and three-digit ISIC levels. Thus, a very detailed and disaggregated analysis 
of sectoral differences is possible. Apart from Inklaar, Jong-A-Pin and de Haan 
(2008), most existing studies do not make use of this database but rather of other 
less detailed ones. Therefore, the use of such data is an improvement compared to 
studies such as Böwer and Guillemineau (2006), who use data for only six broad 
sectors. Instrumental variables for the specialisation variables are constructed fol-
lowing Imbs (2004), who cites evidence indicating that economies tend to exhibit 
certain patterns of specialisation as income per capita grows: initial diversification 
is followed by a process of re-specialisation at a certain level of development. 
Thus, the argument goes, bilateral sums and absolute differences in GDP per capi-
ta are to a certain extent able to exogenously account for differences in specialisa-
tion. Even if these exogenous variables might be of less explanatory power in the 
context of developed countries, due to the lack of better alternatives these two var-
iables are employed as instruments here as well. For calculation, GDP per capita 
data adjusted by purchasing power parity is taken from the World Development 
Indicators database. 

Two additional control variables are used in the analysis: First, a measure of 
fiscal policy similarity following Darvas, Rose and Szapáry (2005). This measure 
captures differences in the budget balances and is calculated as 
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where itGB  refers to the balance of the central government budget. Government 
balance data is taken from the World Economic Outlook database published by the 
IMF. To control for the effects of monetary policy similarity before the introduc-
tion of the euro, the measure 
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will initially be included in the analysis. Here, itSR  refers to short term interest 
rates, namely three-month nominal interest rates taken from the OECD Economic 
Outlook database. For these two measures, higher values indicate lower similarity 
of fiscal or monetary policy, respectively. Accordingly, negative estimated coeffi-
cients are expected for these measures. Since both fiscal policy convergence and 
monetary policy convergence are regarded as being exogenous in the sense of the 
empirical model applied in this study, the three measures above do not need to be 
instrumented in the analysis. 

4.1.3 Results 

The following sections present the results of the different estimations undertaken 
for this study. Generally, the estimated intercepts of the equations are omitted, as 
are the estimated coefficients of the variables used as instruments and as exoge-
nous regressors. Included in parentheses is the p-value corresponding to each es-
timated coefficient. As usual, one, two and three asterisks are used to indicate co-
efficients significantly different from 0 at the 10%, 5% or 1% level, respectively. 
Most estimations are conducted for the Euro-12 sample. Several additional estima-
tions also consider the large country sample. The sample sizes of at most 66 and 
703 country pairs, respectively, are often reduced due to missing data, especially 
for the large sample. All estimations using the large country sample include a Eu-
ro-12 dummy as an additional regressor. This dummy variable takes the value 1 
for a country pair of two Euro-12 countries and 0 otherwise. In this way, any po-
tential residual intra-Euro-12 synchronisation effects not explained by the deter-
minants included in the model can be captured. Several time periods will be con-
sidered in the analyses: a long time period from 1980 to 2006 is considered in 
order to gain insights on the basic relations of the determinants that can be deemed 
to be stable over a longer period of time. Additionally, the two sub-periods 1987-
96 and 1997-2006 will be considered to take into account possible changes in the 
absolute and relative effects of the determinants. In section 4.1.3.3, the slightly 
shorter period 1999-2006 will be considered due to limitations in data availability 
for earlier years. 

4.1.3.1 Baseline Results 

Before presenting the main results of the study, a brief statistical test of the gen-
eral validity of the instrumental variables approach is conducted. Such a test is 
needed in order to judge whether the notion of the endogeneity of the main deter-
minants also holds from a statistical point of view, since so far it was only derived 
by economic reasoning. The Hausman test employed here tests whether the esti-
mates of an OLS regression (which are efficient but not consistent under endoge-
neity) significantly differ from the estimates of an IV regression (which are con-
sistent under endogeneity but less efficient than OLS estimates). The null 
hypothesis of the test is “OLS estimates are consistent”. Since the test statistic fol-
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lows an asymptotic Chi-square distribution, the test is conducted for the large 
country sample in order to obtain enough observations. The null hypothesis is re-
jected if the test statistic is too large depending on the chosen significance level. 
Table 21 shows the test statistics for the main determinants with corresponding p-
values. Exogeneity of the trade integration variable is rejected at the 10% level 
while exogeneity of the intra-industry trade variable ijtijt GLT    is rejected at the 1% 
level. These results strongly suggest endogeneity of trade integration in this con-
text. The specialisation measure and the financial integration measure ijtFDI  are 
also found to be endogenous by the Hausman test, the latter very strongly so. All 
this is evidence in favour of the general instrumental variables framework em-
ployed in this study. 

Table 21. Hausman test for endogeneity of the main determinants 

Notes: Own calculations. See section 4.1.2.2 for data sources. 

The results of the first-stage regressions in the following IV estimations are not 
reported here for sake of brevity. Generally, the first-stage regression fit as meas-
ured by 2R  is sufficient, typically ranging between values of 0.7 for ijtS  or ijtFDI  
and values of over 0.9 for the trade integration measure. Therefore, it can be con-
cluded that the both the IV estimation approach and the instrumental variables ap-
plied here, especially the gravity variables included to account for patterns of trade 
integration, are appropriately used to tackle the problem of the endogeneity of the 
main determinants. 

Table 22 and table 23 present the results of the estimated models (6) and (7) 
over the period 1980-2006 both for the Euro-12 sample and for the large sample, 
respectively. Each column of table 22 and table 23 contains the results of one par-
ticular estimation: columns (A) and (B) contain the results for the single-equation 
and the simultaneous-equations models used as the trade intensity measure, while 
columns (C) and (D) contain the corresponding results obtained using the intra-
industry trade measure. In columns (B) and (D), which contain the results of the 
3SLS estimations of the simultaneous-equations model (7), the estimates of the 
three additional equations are reported below the main equation. The results of the 
IV estimations in table 22 show that trade integration is found to be a significant 
determinant of synchronisation, with positive values, as expected. The signifi-
cance of the other main determinants varies considerably. Fiscal policy conver-
gence also is found to have the expected negative sign indicating that fiscal policy 
similarity fosters synchronisation. However, judging from its significance levels, it 
is of minor importance compared to the other determinants considered. Further-
more, the differences between the estimates of model (6) and of model (7) suggest 
that indirect effects are exerted by the determinants via interdependencies, as ex-
plicitly captured by the simultaneous-equations model. The fact that specialisation 

 T T·GL Structure FDI 
Hausman 
test statistic 

3.03 * 
(0.082) 

17.7 *** 
(0.000) 

3.65 * 
(0.056) 

24.78 *** 
(0.000) 
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has inconclusive and insignificant direct effects in these full-model estimations 
can at least partially be explained by the negative estimate for 1β  in the specifica-
tion using ijtT  as a trade intensity measure: differences in production structure 
specialisation decreases total trade volumes and thus in turn results in less syn-
chronisation. 

Table 22. System of determinants (Euro-12 sample, 1980-2006) 

Notes: Own calculations. See section 4.1.2.2 for data sources. 

 However, this effect is surprisingly not picked up by the specification incorporat-
ing intra-industry trade volumes. Compared to trade integration, financial integra-
tion as measured by FDI intensity seems to be of less direct importance both in 
terms of the magnitude of its effect and its significance. However, there is a strong 
mutual reinforcement of trade and financial linkages captured by the estimates for 

2β  and 1δ . A further noteworthy detail is that stronger financial integration and 
higher relative specialisation seem to be mutually conducive, too, as indicated by 
the estimates for 2γ  and 2δ . This can be seen as evidence for the presence of risk-
sharing effects in financial integration: Countries exhibiting a high degree in fi-
nancial integration can afford to further specialise their production structures since 
they are insured against sector specific and thus idiosyncratic shocks by financial 

 Trade measure T Trade measure T·GL 
Main eq. (A) (B) (C) (D) 
Trade  0.1212 *** 

(0.001) 
 0.1044 *** 
(0.005) 

 0.1354 ** 
(0.033) 

 0.1305 ** 
(0.040) 

Structure  0.0731 
(0.697) 

 0.0093 
(0.960) 

-0.0257 
(0.888) 

-0.0814 
(0.653) 

FDI  0.0178 
(0.303) 

 0.0230 
(0.181) 

 0.0341 * 
(0.076) 

 0.0321 * 
(0.094) 

Fiscal policy -0.0904 
(0.101) 

-0.1084 ** 
(0.047) 

-0.1035 * 
(0.099) 

-0.0922 
(0.136) 

Trade eq. 
Structure  -0.7761 *** 

(0.010) 
  0.2171 

(0.222) 
FDI   0.2335 *** 

(0.000) 
  0.0969 *** 

(0.000) 
Sectoral structure eq. 
Trade  -0.1750 *** 

(0.000) 
 -0.2299 *** 

(0.000) 
FDI   0.0932 *** 

(0.000) 
  0.0635 ** 

(0.013) 
Finance eq. 
Trade   0.9598 *** 

(0.000) 
  1.5125 *** 

(0.000) 
Structure   4.5558 *** 

(0.000) 
  2.7561 ** 

(0.024) 
Observations 62 62 57 57 
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links with other countries that have a different production structure.  However, the 
negative effects of risk sharing on synchronisation are dominated by the positive 
indirect effect of trade integration and the residual direct effect of financial inte-
gration and thus do not result in a negative net effect. 

Comparing these results for the Euro-12 sample with those obtained for the 
large country sample reported in table 23 reveals several noteworthy patterns. 
While also positive and clearly significant, the coefficients for trade intensity are 
smaller in the larger sample. With respect to the total trade volume measure, the 
coefficients are about half the size as their counterparts for the Euro-12 sample. 

This suggests that the trade channel of business cycle synchronisation seems to 
play a bigger role within the euro area than in a larger area in 1980-2006. For in-
tra-industry trade, the difference in the coefficients of the Euro-12 versus the large 
country sample is smaller than it is for total trade, but it is still clearly visible. This 
suggests the notion that intra-industry trade might not be as important in the euro 
area as it is in other and possibly more heterogeneous country groups. Turning to 
the specialisation measure, its coefficient in all four specifications is positive, con-
trary to expectations, but also insignificant. 

Nevertheless, a negative indirect impact of specialisation on synchronisation 
can again be detected in the simultaneous-equations models, where higher degrees 
of relative specialisation are found to result in less bilateral total trade and less bi-
lateral intra-industry trade. It is further striking that FDI intensity is robustly found 
to have a positive direct effect on synchronisation. This effect is both higher in 
value than it is in the Euro-12 estimations and clearly significant. This rather odd 
result suggests that a direct effect of financial integration on synchronisation is 
more prevalent in the larger group of industrialised countries than it is in the euro 
area. On the other hand, there is not much evidence of risk sharing since the esti-
mates are not significant and have different signs in the two specifications of the 
simultaneous-equations model. Furthermore, contrary to the findings for the Euro-
12 sample, differences in fiscal policy are not found to be an important determi-
nant of business cycle synchronisation in the large sample. This is perhaps surpris-
ing in light of the fact that in the large sample there are many countries whose 
scope for discretionary fiscal policy is not bounded by institutions such as the 
Maastricht criteria. 

It should also be noted that even in these models, which incorporate all deter-
minants that are generally deemed to be of importance in the literature, the esti-
mated coefficients of the Euro-12 dummy in the large sample are still consistently 
found to have a positive and significant value. This means that the higher degree 
of business cycle synchronisation among euro area countries is only partially ex-
plained by the determinants employed in these models. 
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Table 23. System of determinants (large sample, 1980-2006) 

 Trade measure T Trade measure T·GL 
Main equation (A) (B) (C) (D) 
Trade 0.0617 *** 

(0.010) 
 0.0583 ** 
(0.014) 

0.1112 ** 
(0.018) 

 0.1037 ** 
(0.026) 

Structure 0.0221 
(0.870) 

 0.0230 
(0.863) 

0.0752 
(0.572) 

 0.1182 
(0.370) 

FDI 0.0562 *** 
(0.000) 

 0.0685 *** 
(0.000) 

0.0707 *** 
(0.000) 

 0.0855 *** 
(0.000) 

Fiscal policy 0.0094 
(0.824) 

 0.0232 
(0.567) 

0.0182 
(0.670) 

 0.0232 
(0.571) 

Euro12 
dummy 

0.3119 *** 
(0.000) 

 0.3056 *** 
(0.000) 

0.3330 *** 
(0.000) 

 0.3307 *** 
(0.000) 

Trade equation 
Structure  -0.7374 *** 

(0.007) 
 -0.4007 *** 

(0.007) 
FDI   0.1330 *** 

(0.002) 
 -0.0040 

(0.866) 
Sectoral structure equation 
Trade  -0.0998 *** 

(0.000) 
 -0.1538 *** 

(0.000) 
FDI   0.0251 

(0.101) 
 -0.0058 

(0.702) 
Finance equation 
Trade   0.4452 *** 

(0.000) 
  0.7238 *** 

(0.003) 
Structure   0.7004 

(0.281) 
 -0.2931 

(0.664) 
Observations 222 222 217 217 

Notes: Own calculations. See section 4.1.2.2 for data sources. 

 If the model applied here fully captured the effects of all relevant determinants, 
all cross-country differences such as a higher degree of synchronisation within the 
euro area should be fully explained by differences in the determinants, so that no 
residual effect could be captured by a dummy variable. However, other studies, 
such as Akin (2007), obtain similar findings with dummy variables that indicate 
whether countries belong to the group of Asian or Latin American countries. Thus, 
the finding of such a positive unexplained residual effect within homogeneous 
country groups is not particular to the euro area. 

To summarise the results of the estimations so far, the following findings stand 
out: In the 1980-2006 period, both total trade and intra-industry trade are found to 
be the main determinants of business cycle synchronisation in the euro area. How-
ever, the differential effect of intra-industry trade compared to total trade is not as 
important as expected by theoretical considerations. Furthermore, this differential 
effect is found to be more prevalent for the larger group of industrialised coun-
tries. In addition, there is some weak evidence for positive direct effects of finan-
cial integration and fiscal policy convergence, whereas the former determinant is 
weaker and the latter is stronger in the euro area sample. Finally, we find evidence 
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of strong mutual reinforcement between trade integration and financial integration, 
on the one hand, and of risk sharing in the specialisation of the production on the 
other, the latter of which is particular to the euro area. 

4.1.3.2 Financial Market Integration: Is There a Euro Effect? 

Since the findings of the previous section are based on a rather long period of 27 
years, some of these effects and relationships are likely to have slightly evolved or 
even completely changed over time. In order to account for such dynamic effects 
and to analyse whether a shift in the workings of the determinants can be detected 
after the introduction of the euro, two sub-periods will be considered in this sec-
tion. To obtain meaningful results, the sub-periods should not be too short. Here, 
the two sub-periods analysed are 1987-96 and 1997-2006. By choosing ten-year 
periods, it is ensured that each country in the sample experienced at least one full 
business cycle. In order to obtain meaningful results, it is important to include in 
the analysis data from all phases of the business cycle. Appropriately, the euro ar-
ea aggregate more or less passed through two complete cycles in each of these ten-
year periods. The two sub-periods were chosen intentionally for two additional 
reasons: The first period broadly captures the time of increasing European integra-
tion, including the enactment of several institutional milestones (Single European 
Act of 1987, the Maastricht Treaty of 1993), while the second period can be re-
garded as the EMU period. Although the EMU was only fully implemented in 
1999, Böwer and Guillemineau (2006, p. 16) cite empirical evidence which con-
firms that 1997 marks the year in which the final implementation of the EMU 
gained full credibility. This year can thus be seen as the beginning of the conver-
gence process towards the monetary union. 
Table 24 presents the 1987-96 results of estimations corresponding to the ones in 
table 22. The noteworthy results are as follows: Trade is found to be the single-
most important determinant of synchronisation in this period. It is highly signifi-
cant in the three specifications (B) to (D) and marginally significant in specifica-
tion (A). Furthermore, it has considerably higher coefficients than it does in the 
long period 1980-2006 and there is a substantial differential effect of intra-
industry trade integration, which has coefficients nearly two times as high as total 
trade has in the respective single- or simultaneous-equations model. 
Contrary to expectations, differences in the sectoral structure are found to have 
positive coefficients throughout, but are not always significant, which adds to the 
inconclusive results about the effects of specialisation obtained for the long peri-
od. Unlike the previous results, financial integration is clearly found not to have 
any significant direct effect and has negative signs throughout. Similarly, fiscal 
policy asymmetry is not found to be a significant determinant of synchronisation, 
although it does have the expected negative sign in all four model specifications. 
Regarding the indirect effects at work, there still is clear evidence of mutual rein-
forcement between trade and financial integration as well as of risk-sharing effects 
in the sectoral specialisation of production structures. The somewhat inconclusive 
results regarding the direct effects in this sub-period could be caused by a relative-
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ly low number of observations that is due to a rather high number of missing val-
ues for some of the variables. 

Table 24. System of determinants (Euro-12 sample, 1987-1996) 

 Trade measure T Trade measure T·GL 
Main equation (A) (B) (C) (D) 
Trade  0.1949 

(0.109) 
 0.2959 ** 
(0.014) 

 0.3790 ** 
(0.041) 

 0.5308 *** 
(0.004) 

Structure  0.5754 
(0.176) 

 0.9439 ** 
(0.023) 

 0.5835 
(0.131) 

 0.9041 ** 
(0.016) 

FDI -0.0171 
(0.778) 

-0.0478 
(0.426) 

-0.0261 
(0.645) 

-0.0490 
(0.383) 

Fiscal policy -0.1151 
(0.238) 

-0.0783 
(0.393) 

-0.1248 
(0.202) 

-0.0567 
(0.527) 

Trade equation 
Structure  -0.7807 *** 

(0.002) 
 -0.1132 

(0.436) 
FDI   0.1634 *** 

(0.000) 
  0.0818 *** 

(0.000) 
Sectoral structure equation 
Trade  -0.1616 *** 

(0.000) 
 -0.2367 *** 

(0.001) 
FDI   0.0658 *** 

(0.000) 
  0.0583 ** 

(0.016) 
Finance equation 
Trade   1.4322 *** 

(0.000) 
  2.1672 *** 

(0.000) 
Structure   2.0345 * 

(0.058) 
  1.1548 

(0.317) 
Observations 40 40 40 40 

Notes: Own calculations. See section 4.1.2.2 for data sources. 

Turning to table 25, which contains the results for the second sub-period 1997-
2006, some very remarkable changes in the workings of the determinants are seen. 
The coefficients associated with the trade integration measures turn out to be 
negative and (at least marginally) significant in all four specifications. Beyond 
this, a higher degree of specialisation now is clearly found to exert a negative in-
fluence on synchronisation, while the results related to fiscal policy similarity be-
come completely inconclusive. The counter-intuitive results associated with trade 
and fiscal policy could be attributable to the fact that financial integration as 
measured by FDI intensity is for this period found to clearly have a strong direct 
effect on synchronisation. Taken at face value, these results suggest that financial 
integration has become the single-most important determinant of business cycle 
synchronisation since the establishment of the euro. It even clearly overshadows 
and obscures any positive effect of trade integration, which after all was found to 
have a strong direct effect over the whole period 1980-2006, as depicted in table 
22. In contrast to the changes in direct effects, the indirect effects, as indicated by 



4.1  Financial Market Integration and Synchronisation      113 

the interdependencies of the determinants, remain rather stable between the two 
periods. 

Table 25. System of determinants (Euro-12 sample, 1997-2006) 

 Trade measure T Trade measure T·GL 
Main equation (A) (B) (C) (D) 
Trade -0.2200 

(0.108) 
-0.5227 *** 
(0.000) 

-0.4806 *** 
(0.005) 

-0.7196 *** 
(0.000) 

Structure -1.6929 ** 
(0.021) 

-2.6271 *** 
(0.000) 

-1.5683 *** 
(0.005) 

-1.6932 *** 
(0.001) 

FDI  0.2209 *** 
(0.000) 

 0.3488 *** 
(0.000) 

 0.2396 *** 
(0.000) 

 0.3335 *** 
(0.000) 

Fiscal policy  0.1615 
(0.389) 

 0.0068 
(0.963) 

 0.1826 
(0.291) 

 0.0381 
(0.796) 

Trade equation 
Structure  -0.6464 * 

(0.078) 
  0.7255 *** 

(0.001) 
FDI   0.2855 *** 

(0.000) 
  0.1323 *** 

(0.000) 
Sectoral structure equation 
Trade  -0.2256 *** 

(0.000) 
 -0.1673 ** 

(0.049) 
FDI   0.0893 ** 

(0.021) 
 -0.0111 

(0.773) 
Finance equation 
Trade   2.0398 *** 

(0.000) 
  2.4649 *** 

(0.000) 
Structure   9.7748 *** 

(0.000) 
  5.9577 *** 

(0.001) 
Observations 62 62 57 57 

Notes: Own calculations. See section 4.1.2.2 for data sources. 

Summing up these results, a euro effect in the sense of changes in the relative 
importance of the determinants following the introduction of the common curren-
cy is clearly found. While trade was found to be the key determinant in the sub-
period before the monetary union, a positive trade effect is not detectable after-
wards.  

This decline in the importance of trade integration as a determinant of synchro-
nisation in the euro area has also been found by Böwer and Guillemineau (2006). 
In line with the findings of the present study, these authors find that trade actually 
may have had a negative direct effect in the most recent period. The results ob-
tained here further suggest that the driving factor behind business cycle synchroni-
sation seems to have shifted to financial integration, as measured by FDI intensity, 
since the introduction of the EMU, which is consistent with the findings of Jansen 
and Stokman (2004). Of course, within the scope of our study it cannot be judged 
whether these changes are a causal consequence of monetary union or simply a 
by-product of general ongoing economic and financial integration. However, the 
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effects of financial market integration will be subjected to some more scrutiny in 
the next section. 

 

4.1.3.3 Multiple Dimensions of Financial Market Integration 

The results obtained above regarding the effects of financial integration com-
pared to the effects of trade integration were rather pronounced yet somewhat sur-
prising. Therefore, it is advisable to conduct further analyses to check whether 
these results are a robust pattern or maybe just some statistical artefact. As has 
been argued before, the broad phenomenon of financial integration has more than 
one dimension and thus cannot be adequately captured by only one measure, such 
as the FDI intensity employed before. To account for this, all alternative measures 
of financial integration described above will be considered in the following. It 
would have been desirable to conduct sub-period estimations such as the ones in 
table 24 and table 25 for all measures of financial integration to check whether the 
distinctive shift in the key determinants can be detected for all measures. Unfortu-
nately, limitations in data availability over a longer period of time do not allow us 
to do so. Therefore, it must suffice to compare the results obtained for the different 
measures in just one period. Instead of the 1997-2006 period cited above, we use 
the shorter period of 1999-2006. Data on banking sector asset holdings, stock 
markets and interest rates for all or most of the countries in the Euro-12 sample 
could only be obtained for 1999 onward, while data on portfolio investment does 
not begin before 2001. The 1999-2006 period is thus chosen to achieve consisten-
cy and comparability in the data used in the analysis. Being eight years in length, 
the period is still long enough to ensure meaningful results. 

To focus on the effects of financial integration and trade integration, here the 
reduced version of the simultaneous-equations model will be estimated. The indi-
rect effects of specialisation and the interrelations between trade and specialisation 
will not be regarded in the following, as these were not found to be of crucial im-
portance before. The results of the estimations are presented in table 26 and 27. 
For the sake of brevity, only the results of the simultaneous-equations model using 
variable ijtT as the trade integration measure will be reported here. Table 26 con-
tains the results for the four quantity-based financial integration measures ijtFDI , 

ijtPI , ijtBI  and ijtGFO , while table 27 presents the results for the four price-based 
measures, namely the nominal and real equity market return spreads (denoted 

NER  and RER ) as well as the nominal and real bond market return spreads (de-
noted NBR  and RBR ). 

Looking at the results of the four specifications in table 26, the first thing that 
comes to attention is that in all four specifications the financial integration 
measures are found to have considerable and highly significant positive direct ef-
fects on synchronisation. Ranging from 0.37 to 0.46, the coefficients of these four 
measures are even broadly comparable in value, which indicates that the phenom-
enon of financial integration seems to be captured quite well by all of these 
measures and that they produce similar effects on synchronisation. All of this fur-
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ther corroborates the tentative conclusion of the previous section: Financial inte-
gration indeed seems to have gained considerably in importance. Interestingly, the 
results related to trade integration are somewhat equivocal. The trade coefficient is 
negative in three of four cases, clearly insignificant in one case and large swings 
in absolute value are present. Therefore, contrary to the results of table 25, trade is 
not found to have a negative effect throughout, but to have rather ambiguous ef-
fects in the different specifications. However, this can be seen as evidence for the 
dominance of the effect of financial integration over trade integration. Further-
more, differences in specialisation are found to have a clear negative effect on 
synchronisation, whereas fiscal policy differences do not seem to play a major 
role. 

A possible data-related problem causing the inconclusive trade coefficients here 
could be multicollinearity. When the observations for two or more regressors are 
highly correlated, only the total effect of these regressors can be picked up by the 
estimates, but it becomes hard to disentangle their individual effects since the es-
timates are very inaccurate. 

Table 26. Effects of financial integration (quantity-based measures) 

Notes: Own calculations. See section 4.1.2.2 for data sources. 

The correlation of trade integration and financial integration measures in the es-
timations of table 26 range between 0.67 for the banking sector integration meas-
ure and 0.13 for the portfolio investment intensity variable. There is no set thresh-
old value for detecting multicollinearity, but a value of 0.67 can already be seen as 
slightly problematic. Indeed, the estimation using the banking sector integration 
variable results in the strongest negative coefficient for trade of all four specifica-

 
Main equation FDI PI BI GFO 
Trade -0.0417 ** 

(0.010) 
-0.2058 
(0.101) 

-0.4257 ** 
(0.043) 

 0.0089 
(0.931) 

Structure -1.9787 *** 
(0.008) 

-1.6805 *** 
(0.006) 

-2.0373 *** 
(0.003) 

-2.5121 *** 
(0.000) 

Finance  0.3725 *** 
(0.000) 

 0.3889 *** 
(0.000) 

 0.4294 ** 
(0.014) 

 0.4648 *** 
(0.000) 

Fiscal policy -0.0547 
(0.771) 

 0.0067 
(0.965) 

 0.2398 
(0.272) 

-0.0341 
(0.811) 

Trade equation 
Finance  0.3477 *** 

(0.000) 
 0.3366 *** 
(0.000) 

 0.3773 *** 
(0.000) 

 0.4503 *** 
(0.002) 

Sectoral structure equation 
Finance -0.0884 *** 

(0.001) 
-0.2194 *** 
(0.000) 

-0.1222 *** 
(0.000) 

 0.3167 *** 
(0.000) 

Finance equation 
Trade  0.5664 *** 

(0.003) 
 0.0390 
(0.759) 

 0.7820 *** 
(0.000) 

-0.6311 *** 
(0.000) 

Observations 61 66 51 66 



116      4  Determinants of Business Cycle Synchronisation 

 

tions, so multicollinearity might be regarded as being responsible for this. On the 
whole, however, it does not seem to be a major cause of inaccuracy here. 
The price-based measures of financial integration generally produce very insignif-
icant and therefore inconclusive results, as can be seen in table 27. Of all direct ef-
fects of the determinants, only the spread of nominal long term interest rates is 
found to be significant. As expected from theoretical considerations, the interest 
rate coefficient is negative, which is also true for the two measures of equity mar-
ket return spreads. The only spread with a positive sign is that of real long term in-
terest rates, which is counterintuitive in light of the other evidence regarding the 
effects of financial integration. Surprisingly, the trade coefficients are all positive 
yet insignificant here, contrary to the negative coefficients obtained before. The 
results regarding the direct effects of specialisation are inconclusive, whereas fis-
cal policy similarity at least has the expected signs. The indirect effects, however, 
are mostly found to be significant and have the same signs as found in the previ-
ous estimations. 

Table 27. Effects of financial integration (price-based measures) 

 
Main equation ERN ERR BRN BRR 
Trade  0.0813 

(0.625) 
 0.0949 
(0.577) 

 0.0671 
(0.509) 

 0.1028 
(0.381) 

Structure  0.0788 
(0.905) 

 0.1217 
(0.857) 

 0.5905 
(0.235) 

-0.2891 
(0.645) 

Finance -0.1634 
(0.615) 

-0.1276 
(0.692) 

-0.3743 *** 
(0.000) 

 0.2950 
(0.274) 

Fiscal policy -0.1364 
(0.451) 

-0.1430 
(0.421) 

-0.0179 
(0.900) 

-0.1039 
(0.514) 

Trade equation 
Finance -0.7374 *** 

(0.000) 
-0.7537 *** 
(0.000) 

-0.1105 
(0.164) 

-0.0546 
(0.727) 

Sectoral structure equation 
Finance  0.2798 *** 

(0.000) 
 0.2670 *** 
(0.000) 

-0.0116 
(0.799) 

 0.3124 *** 
(0.000) 

Finance equation 
Trade -0.2047 *** 

(0.000) 
-0.2104 *** 
(0.000) 

-0.3371 *** 
(0.000) 

-0.1199 ** 
(0.020) 

Observations 66 66 66 66 

Notes: Own calculations. See section 4.1.2.2 for data sources. 

The evidence presented here suggests that over the last decade financial market 
integration gained considerably in importance as a determinant of business cycle 
synchronisation in the euro area. Indeed, its effect even seems to clearly overshad-
ow any positive effect of trade integration. This tentative conclusion is backed up 
by similar results obtained by Jansen and Stokman (2004) and Böwer and Guil-
lemineau (2006). The distinct results of this analysis of the effects of financial in-
tegration were obtained using bilateral quantity-based data, which are generally 
thought to provide a superior measure of financial integration compared to price-
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based measures, which are not bilateral by their nature. Accordingly, these price-
based measures only lead to obscured results. 

4.1.4 Concluding Remarks 

The primary aim of this section was to advance research on the role of financial 
integration as a determinant of synchronisation and, as a secondary aim, to con-
duct a comprehensive and up-to-date empirical analysis of all the “traditional” de-
terminants of business cycle synchronisation in the euro area. In order to better 
understand the causes of prevailing cross-sectional variation at the level of bilat-
eral synchronisation, we analysed whether and to what extent trade integration, 
differences in sectoral specialisation, financial market integration and fiscal policy 
convergence matter in determining the degree of synchronisation. All of these po-
tential determinants were investigated in a unified framework. Previous literature 
shows that trade integration is a prime determinant of business cycle synchronisa-
tion and has a relatively robust positive effect on it. Furthermore, to a certain ex-
tent, differences in sectoral specialisation and fiscal policy asymmetry have a neg-
ative effect. Previous empirical results on financial integration have been 
somewhat mixed. 

The empirical analysis undertaken in this study mostly corroborates previous 
findings – with, however, some notable exceptions. In general, financial integra-
tion is found to have a significant positive effect on cyclical synchronisation. Con-
sistent with some earlier evidence, trade integration is found to have lost im-
portance in the recent post-EMU period, while financial integration has gained 
considerable importance, such that it now appears to be the driving force behind 
business cycle synchronisation. This finding is robust under the use of a number of 
different measures of financial integration. 

What do these results imply for economic policymaking in the euro area? They 
show that the ongoing process of economic integration and globalisation so far 
seems to have been mostly supportive of synchronisation in the euro area. Assum-
ing that the process of economic and financial integration continues into the fu-
ture, this is good news for the prospects of the EMU, since this would entail a fur-
ther increase in business cycle synchronisation, in turn enhancing the viability of a 
common monetary policy. An additional implication of our findings is that when 
assessing the suitability of potential entrants to the euro area, a wide array of indi-
cators should be considered, particularly the indicators of economic and financial 
integration that were the focus of this study. The convergence of fiscal policy, in-
flation rates and long term interest rates, which are the focus of the current con-
vergence criteria, are not the only relevant parameters for assessing the suitability 
of a country for euro area accession. 

The use of a rich dataset, such as that used in this study, comes at a cost. Limi-
tations in the availability of data prevented separate analyses focusing on the new 
member states of the European Union. Nevertheless, the results obtained here do 
point to the possibility that future accessions could be pursued under the aim of 
endogenously increasing business cycle synchronisation of euro candidates with 
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current member states. While evidence shows that the current level of NMS syn-
chronisation with the EU-12 countries does not qualify the NMS for accession to 
the euro area, in the future Central and Eastern European countries could perhaps 
experience a rise in synchronisation due to increasing economic and financial in-
tegration, which would raise their prospects of entry. In order to explicitly foster 
such developments, policy efforts to induce further integration of goods and asset 
markets seem advised. Furthermore, the results of this study reconfirm the poten-
tially detrimental role of fiscal policy asymmetries, thus underscoring the im-
portance of a sound institutional framework that limits excessive debt levels and 
discretionary national fiscal policies, not only to foster sustainability and long 
term growth prospects, but also to reduce short term variation in cyclical activity. 

Despite the negative experience of the financial crisis and the subsequent eco-
nomic and debt crisis in Europe, the results of this study support an optimistic as-
sessment with regard to the effects of increasingly integrated financial markets, as 
long as these markets are stable. When considering the positive effects of in-
creased financial integration, one should not neglect the potential downsides. In 
light of the apparent increase in the relevance of financial linkages for real eco-
nomic activity, it seems likely that not only moderate business cycle fluctuations 
are transmitted more easily, but also grave economic and financial crises. In this 
way, increased international linkages through financial markets would thus appear 
to invariably lead to a greater vulnerability to contagion effects, such as the ones 
experienced in the most recent financial and economic crisis. As a consequence, it 
would seem that a sound institutional framework is needed in order to limit the 
scope of such large-scale financial crises. However, such considerations do not 
fall within the scope of this study. 

Regarding the rather surprising recent surge in the importance of financial inte-
gration, it will be important in future research to study whether this proves to be a 
permanent shift in the system of determinants or just a transitory phase. Also, the 
notable drop in the importance of trade integration is a matter in need of further 
enquiry, as this development seems unlikely to be a permanent phenomenon con-
sidering the distinct robust role of trade integration in recent decades. 

From a methodological perspective, the analysis of this study could be taken 
further by applying panel-econometric methods that explicitly take into account 
the time dimension of the underlying panel dataset by using “within” estimations 
rather than the “between” estimations applied in this study. However, the lack of 
adequate time-varying instrumental variables has prevented meaningful analyses 
of this type from being conducted to date. An initial effort has been made by 
Kalemli-Ozcan, Papaioannou and Peydró (2010), who examine time-varying regu-
latory frameworks in European financial markets as an instrumental variable for 
financial integration. It is, however, still unclear whether this identification strate-
gy holds for a broader range of financial variables and the problem of a missing 
time-varying substitute for gravity variables as instruments for the trade variables 
remains. Analyses such as the ones presented in this study therefore remain an in-
tegral part of research on the determinants of business cycle synchronisation. 
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4.2 Structural Reforms in the Euro Area 

Structural reforms have played an important role in macroeconomic policy debates 
in recent years. It has been argued that in many EU countries impediments to 
competition, labour market flexibility and innovation as well as over-regulation 
have adverse effects on economic activity, employment and productivity. The 
EU’s Lisbon Strategy that was devised to reinvigorate growth in the EU seeks 
among other things to explicitly coordinate structural reform efforts between 
Member States.18 The Lisbon Strategy was enacted first and foremost to enhance 
the medium-term growth and employment prospects of EU countries. However, it 
is also likely that structural reforms help to increase the adjustment capabilities of 
European countries by improving resilience to adverse macroeconomic shocks. In 
this respect, a coordinated reform agenda may bring Member States’ cycles more 
in sync. In this chapter we thus analyse the effects of structural reforms on busi-
ness cycle synchronisation in the euro area.  

Structural reform policies are also intrinsically linked to the proper function of 
the euro area, and may contribute to increased economic flexibility, and thus, by 
extension, to a country’s ability to withstand macroeconomic shocks. In this way 
reforms can partly substitute for the loss of sovereign monetary and exchange rate 
control inside a monetary union, as emphasised by OCA theory. Not much evi-
dence exists currently on how structural reforms affect resilience to economic 
shocks and business cycle synchronisation in the euro area, mostly because of data 
limitations.  

Another interesting aspect of structural reforms and monetary union is the pos-
sibility that monetary unions contribute to the structural reform efforts of member 
countries. This argument could imply another manifestation of the “endogenous 
OCA” hypothesis: if countries that have joined a monetary union find more incen-
tives and opportunities to increase the shock absorbing capacity of their econo-
mies, this may compensate for the ex-ante perceived costs of entering. In other 
words, a monetary union may contribute to reform efforts. This raises the question 
of whether reform efforts need to be coordinated in a monetary union, similar to 
fiscal policies, and what the effects of non-coordinated structural reforms in a 
monetary union are. 

Although structural reforms and their effects are of considerable interest, re-
search in this area is to some extent complicated by the fact that it is not very easy 
to define structural reforms. Furthermore, there are substantial uncertainties about 
their effects. These difficulties are particularly attributable to the fact that structur-
al reforms are difficult to quantify. Moreover, as countries differ largely in their 

                                                           
 

18  The Lisbon Strategy identifies 102 benchmarks against which individual countries 
and the EU as a whole are evaluated each spring. These benchmarks cover six areas: 
general economic background, employment, innovation and research, economic re-
form, social cohesion and the environment. 
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institutional arrangements and structural reform policies,19 it is not easy to com-
pare countries directly in terms of structural reforms and their effects. Neverthe-
less, if one is willing to accept simplifications, it is possible to obtain insight into 
reform patterns and their possible macroeconomic effects. Efforts by the OECD 
and the European Commission in particular have recently led to more systematic 
measurements and comparisons of structural reforms. This in turn may lead to a 
better analysis of the scope, speed, timing, sequencing and macro-economic ef-
fects of structural reforms. In this chapter we make use of these and traditional 
measures of reform. 

At the theoretical level, it is very difficult to understand or model all effects of 
structural reforms. Not only are the effects of reforms not a priori certain, there is 
an additional problem of large implementation lags: a considerable amount of time 
may pass between the implementation of reforms and the moment when their ef-
fects fully materialise. Of particular interest are the effects of structural reforms on 
potential output, economic growth and on structural unemployment. One would 
expect that structural reforms help to bring these variables closer to their long run 
equilibrium values because of their effects on goods and labour market flexibil-
ity.20 A related aspect is the effects of structural reforms on structural budget bal-
ances: by stimulating economic activity, structural reforms can contribute to an 
improvement in the structural fiscal balance. Yet this positive effect is most likely 
to occur in the longer run, while in the short run the fiscal balance could easily de-
teriorate, e.g. in case of an accompanying tax reform that cuts tax rates. Another 
interesting question that has been addressed is under which conditions structural 
reforms are more likely to be undertaken. In this regard political constraints, the 
role of the initial fiscal position and the stage of the business cycle all play a role. 

Broadly categorised, one can distinguish six areas where structural reforms can 
be undertaken: labour markets, product markets, financial markets, the trade sec-
tor, tax systems and pension systems. Structural reforms in the labour market are 
measured by evaluating changes in various labour market regulations and institu-
tions like employment protection, benefit replacement rates and benefit duration, 
and wage setting arrangements. Product market reforms can be determined by 
considering entry barriers, public ownership, market structure, vertical integration 
and price controls in various sectors. Regulatory reforms in the financial sector 

                                                           
 

19  At the abstract level, North (1990) defines institutions as follow: “Institutions are the 
rules of the game in a society or, more formally, are the humanly devised constraints 
that shape human interaction. In consequence, they structure incentives in human ex-
change, whether political, social or economic. Institutional change shapes the way 
societies evolve through time and hence is the key to understanding historical change. 
That institutions affect the performance of economies is hardly controversial. That 
the differential performance of economies over time is fundamentally influenced by 
the way institutions evolve is also not controversial.” (p.3)  

20  A different question is whether structural reforms lead to a permanently higher 
growth rate by contributing to innovation, technological progress and an increase in 
human capital formation. 
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concern controls on credit issuance, interest rates, international financial transac-
tions, and competition, among others. Trade reforms are only of minor importance 
in the EU as the creation of the Single Market has in principle led to an integrated 
market for goods, services, labour, and capital. Tax system reforms may aim at re-
ducing distortions from various taxes that result from either the level of tax rates 
or the complexity of tax regulations. High taxes rates and the complexity of tax 
regulations indeed act as a strong impediment to economic activity and employ-
ment in the EU. Pension reforms involve changes to the framework and parame-
ters of the pension system (e.g. to address demographic change). 

Rather than look solely at whether reforms take place during a period, it is also 
useful to analyse the initial level of institutional restrictions/impediments and the 
cumulative reform efforts that have been undertaken during that period. This ena-
bles one to treat structural reforms as a “stock-flow” process and to analyse the 
dynamics of the reform process and its effects. In this way, one can analyse the 
different effects of incremental reforms and compare them with more comprehen-
sive reform strategies. 

This analytical approach could be important since structural reforms are always 
subject to political constraints during their implementation. These constraints re-
sult from the fact that the costs of reforms typically fall in the short run on a clear-
ly defined constituency, whereas the benefits are likely to occur in the long run 
and are dispersed over a broader group. Accordingly, it would appear that political 
systems tend to produce a short-run, status quo bias that reduces the probability of 
introducing radical reforms. This applies in practice in particular to labour market 
reforms, as structural reforms in this area are very controversial and raise the most 
protests. This, however, could mean that important complementary effects be-
tween different types of reforms will not be attained as the achieved reforms are 
not comprehensive enough. Labour and product market reforms, for example, are 
thought to be conducive to strong positive interactions (see e.g. Nicoletti and 
Scarpetta, 2003). Even worse, a status quo bias may lead to reform cycles whereby 
past reforms are reversed by a new government and perhaps followed by alterna-
tive reforms, leading to stop-and-go policies. 

Due to the presence of structural reform spillovers between individual coun-
tries, there is a clear case for the coordination of structural reform policies in the 
EU. In a recent study, Neck and Haber (2007) analyse the spillover effects from 
structural reforms and fiscal consolidation in Germany, France, Italy and the EU 
as a whole and compare outcomes in a coordinated and a non-coordinated setting. 
The authors find that coordinated structural reforms and fiscal consolidation in the 
entire EU produce the best outcomes. 

While the design of structural reforms and the external conditions under which 
they have been implemented have varied a great deal, a few lessons can already be 
drawn. Firstly, structural reforms can create their own momentum as reforms in 
one area highlight the need for reforms in other areas. In addition, the adequate 
combination and sequencing of reforms can increase their political acceptability. 
Secondly, international spillovers play an important role. Reforms in one country 
may in various ways affect the domestic economy of neighbouring countries as 
well. In addition, reforms in neighbouring countries can provide insights concern-
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ing the effects of reforms (i.e. learning effects) as well as draw public attention to 
reform needs. International institutions like the EU can strengthen the hand of pol-
icymakers seeking to carry out reform measures by pressing for adherence to 
agreements such as the Lisbon Agenda (in the case of structural reforms) and the 
Stability and Growth Pact (in the case of fiscal consolidation). Thirdly, when un-
dertaking structural reforms, fiscal flexibility is very important. Flexibility is 
needed to cover any short-run additional government spending needs or changes 
in tax revenues that may accompany a structural reform. This suggests that it is 
easier to carry out structural reforms from a sound fiscal position. Fourthly, alt-
hough the need for structural reforms may be more clearly felt in times of reces-
sions, it is easier to implement reforms under more advantageous macroeconomic 
conditions, especially during an economic recovery after a recession. In an eco-
nomic downturn, structural reforms may lack political support. 

The topic of structural reforms currently has a prominent place in policy de-
bates across the EU. Considerable efforts have been made to delineate and quanti-
fy structural reforms and to estimate and model the effects of structural reforms on 
economic growth and business cycles. In the Lisbon Strategy, the European Union 
laid out an extensive reform and innovation agenda. The first results can now be 
evaluated and confronted with the research question posed here: Have structural 
reforms contributed to business cycle convergence in the euro area? 

4.2.1 Empirical Evidence  

This part of the book conducts an econometric analysis to determine whether insti-
tutional conditions and structural reforms have a significant impact on business 
cycle synchronisation by reducing differences in the nature and speed of adjust-
ment mechanisms.   

Policies or institutions that increase wage or price stickiness can be expected to 
result in smaller but more persistent output reactions to shocks. The reason is that 
(nominal) rigidities worsen the inflation-output variability trade-off, since they 
flatten the Phillips Curve and thus increase the sacrifice ratio. In addition to many 
other ramifications, structural reforms may also contribute to business cycle con-
vergence by providing the euro area Member States with more resilience against 
macroeconomics shocks: in such a case, the amplitude and persistence of the ad-
justments induced by exogenous shocks will be reduced. This could foster busi-
ness cycle convergence in the euro area.  

Structural policies are likely to affect resilience to shocks given that they may 
change the impact and/or persistence of the effects induced by exogenous shocks. 
Macroeconomic stabilisation policies will also play an important role for resili-
ence, but their effectiveness is therefore conditional on structural and policy set-
tings. For example, structural reforms may affect the strength of monetary or fiscal 
policy transmission mechanisms. Duval et al. (2007) use a pooled regression anal-
ysis across 20 OECD countries over the period from 1982 to 2003 to estimate the 
effect of institutional characteristics on resilience to shocks. Countries are found to 
differ in resilience and it is shown that the countries seen as more resilient also 
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appear to be the ones that have made most progress on structural reforms over the 
past two decades. They find that employment protection legislation increases the 
persistence of output gaps, while product market regulation dampens the initial 
output gap effect of shocks. Other institutional indicators don’t exert an influence 
on business cycle characteristics. The use of a synthetic overall product and labour 
market indicator instead of detailed indicators provides clear evidence that more 
regulation dampens the initial impact of exogenous shocks on the output gap, but 
makes the shock more persistent. 

The existing empirical literature, however, finds little evidence that labour and 
product market characteristics or the cross-country differences exert a significant 
effect on business cycle convergence. Böwer and Guillemineau (2006) find no 
significant effect of cross-country differentials in trade union density or employ-
ment protection legislation on business cycle synchronisation in the euro area over 
the period from 1980 to 2004. For a panel of 11 countries over the period from 
1970 to 2003, Artis and Claeys (2007) cannot find a robust and significant effect 
from the NAWRU (non-accelerating wage rate of unemployment), employment 
protection legislation, union density, the tax wedge, the benefit replacement rate or 
different indicators of product market regulation on business cycle synchronisa-
tion as measured by the bilateral cross-correlation of output gaps in 5-year rolling 
windows. In both studies, bilateral trade flows – measuring trade integration – are 
found to be the dominant factor driving the synchronisation of business cycles. 

Similar to the arguments above, it can be argued that the ongoing process of 
fiscal convergence in the euro area, as originally laid out in the Maastricht and 
Amsterdam Treaties, may contribute significantly to business cycle convergence: 
the objective of ensuring fiscal discipline and sustainability has contributed to fis-
cal convergence as well as a longer run perspective in the formulation of fiscal 
policy. Yet the risk remains – and this is also true of the common monetary policy 
– that in the short-run the fiscal framework may not be appropriate for all coun-
tries, and may not provide sufficient room for manoeuvre when countries face idi-
osyncratic shocks and/or business cycle adjustments. In such a case, the fiscal 
framework could even contribute to reduced business cycle convergence since this 
would imply inadequate fiscal management from a business cycle perspective. 
Countries might be forced to run overly restrictive fiscal policies while experienc-
ing a recession. Similarly, there is a risk of overly expansionary policies during 
times of growth.  

Both trade and fiscal policy as well as sectoral structures and monetary policy 
have been examined in earlier studies dealing with the identification of the deter-
minants of business cycle convergence. In line with these studies, we also imple-
ment these variables as controls in our analysis. Yet in addition to these variables, 
there are other possible factors that influence business cycles which have not been 
analysed adequately. For example, one would think that real interest rate differ-
ences may drive business cycle convergence by boosting resilience to asymmetric 
shocks. However, since this variable has not been convincingly identified as a de-
terminant of synchronisation, it is not included as a control variable but rather as a 
potential factor having an impact on business cycle correlations.  
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The analysis in this chapter is organised as follows. First of all, a descriptive 
analysis of indicators of institutional arrangements in 20 OECD countries will be 
carried out. A description of the required transformations which are conducted in 
order to generate bilateral measures of institutional conditions and structural shifts 
(i.e. structural reforms) follows. This part will be expanded on with a discussion of 
sources, data ranges and the necessary transformations for all variables which ap-
pear in the empirical estimations. In particular, a connection to the existing litera-
ture on business cycle determinants is made by taking into account those variables 
which have been identified as significant in earlier studies. The empirical ap-
proach is explained, focusing on the exact model specification as well as on how 
to respond to econometric issues. Since only a few studies exist that address busi-
ness cycle convergence in a panel data framework, this is a rather challenging 
task. Nevertheless, a method is developed which appears capable of generating 
robust and reasonable outcomes. The results concentrate mainly on the role insti-
tutional conditions and structural reforms play in the process of business cycle 
convergence. Also considered, however, are long-term interest rates and the Eco-
nomic Freedom of the World Index as two alternative factors influencing business 
cycle convergence. Additionally, a sensitivity analysis is carried out in order to 
cross-check the results for alternative dependent variables, due to the unobserva-
bility of the business cycles. Finally, the findings are summarised and interpreted. 

4.2.2 Data and Definition of Variables 

4.2.2.1 Description of Institutional Structures 

The Nickell-Nunziata database delivers eight different indicators of institutional 
structures for the period from 1960 to 2006 for 20 OECD countries. The indicators 
measure employment protection, union density and coverage, bargaining coordi-
nation and centralisation, replacement rates, working hours, active labour market 
policies, regulation and taxes. They are divided into 36 sub-indicators. Some of 
them will be displayed to give a short overview of the data structure. A detailed 
description of this database is given by Nickell and Nunziata (2001) and Nickell 
(2006). In the appendix, we describe the institutional indicators that are relevant 
for our own investigation. 

According to our definition, if an indicator changes from one period to the next, 
a reform has taken place. Multiple year periods are presented to take into account 
that institutional reforms are conducted rather infrequently. Each graph shows the 
data for three time periods in order to provide a picture of the development of in-
stitutional conditions in the OECD countries. The period range is the same as in 
the empirical analysis. Therefore, the first displayed period ranges from 1990 to 
1994, the second from 1995 to 1999 and the third from 2000 to 2006.   

The union density and coverage indicator in figure 29, called udnet, shows the 
fraction of the employed who are members of a trade union.  
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Fig. 29. Union density indicator for OECD countries 
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Fig. 30. Replacement rates indicator for OECD countries 
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The highest rates of union membership are found in Sweden, Finland and 
Denmark. During the last 18 years, about 80% of all employees in the Scandinavi-
an countries belonged to a union. The United States, France and Spain form the 
group with the lowest union participation, registering a rate of about 15%. Only 
few remarkable changes are observed, mainly in Australia and New Zealand, 
where union membership rates decrease by approximately 20% over the three pe-
riods. The low fluctuations are not surprising since trade union membership gen-
erally adjusts slowly to political or social changes. Nevertheless unions in nearly 
all countries, except Belgium and Finland, show a decreasing trend in employee 
participation during the displayed period.  

The measure for replacement rates is called brr_oecd and displays the average 
percentage replacement rate during the first five years of unemployment for two 
income levels and three family situations. Figure 30 shows the average values for 
each period. 

Fig. 31. Employment tax rate indicator for OECD countries 
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At first glance, it appears replacement rates alter infrequently and only margin-
ally. It is thus all the more surprising that each country conducted reforms con-
cerning replacement rates during the covered period. However, there is no explicit 
common pattern in reform intensity. The most significant change is observed for 
Italy. The value of the third period from 2000 to 2006 is about three times larger 
than the value of the first period from 1990 to 1994. Some countries like Australia, 
Canada, the UK, New Zealand and Sweden lowered their replacement rates con-
siderably. Others like Austria, Portugal and the United States exhibit increasing 
replacement rates. Moreover, the cross-country differences in the data are relative-
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ly large. Japan, Canada and the United States have replacement rates of about 
10%, whereas the Netherlands and Denmark have values of approximately 50% 

The countries’ employment tax rates, which are shown in figure 31, are meas-
ured as a fraction of the employer social security contribution divided by employ-
ee total compensation minus the employer social security contribution. Unfortu-
nately, no data are available for New Zealand, Denmark and Austria. 

The data show a heterogeneous structure. Especially in Finland and the Nether-
lands, sizable reforms were carried out in the first two periods. In contrast, chang-
es in Germany, the UK and the United States are quite small. 

Again, the graph shows considerable differences in tax rates across the included 
countries. The employer social security contribution relative to employee compen-
sation is rather low in the United States, Canada and the UK, especially in relation 
to Sweden, Italy and France, which exhibit high employment tax rates.  

Fig. 32. Employment protection indicator for OECD countries  
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The measure for employment protection shows a higher value in countries with 
stricter labour regulations in terms of employment and dismissal protections as 
well as labour contracts. This measure is displayed in figure 32, and shows a ra-
ther low variation over the three periods.  

Some countries like the United States, Canada and Denmark did not undergo 
any reforms, while employment protection in Sweden, Spain, Belgium and Ger-
many was substantially restructured over the last two decades. Italy, Portugal, 
France and Sweden exhibit the highest values, indicating very strict employment 
protections. 



128      4  Determinants of Business Cycle Synchronisation 

 

4.2.2.2 Measuring Institutional Similarity and Change 

Both a measure for institutional similarity as well as for institutional change are 
considered in order to analyse whether institutions (and changes thereto) have an 
influence on business cycle synchronisation. This analysis yields insights into the 
effects of both the institutional status quo and the dynamics of structural reforms. 

First of all, appropriate bilateral measures of institutional similarity and institu-
tional change are required. In the following, the above mentioned indicators are 
denoted as kP . The index k ranges from 1 to 36, thus numbering the different in-
dicators. Our measures of institutional similarity reflect the absolute differences 
between countries in the levels of the particular indicators kP , such that 
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         (18) 

where k
itP is defined as the level of the particular indicator kP  of country i at time 

t. In doing so we get 36 different bilateral indicators for institutional similarity be-
tween the countries, in the following denoted as distance, with a lower (or higher) 
value of k

ijtdis,X  displaying more (or less) similarity between the countries i and j.  
To measure institutional change, some more preparatory work has to be done. 

First, for each country the growth rates of each indicator kP  are calculated. Then 
the absolute differences between countries in the growth rates of the particular in-
dicators kP represent the measure for the relative similarity (or dissimilarity) of 
institutional change. This relationship can be seen in the following definition 
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where k
itPg  and k

jtPg describe the growth rates of the particular indicator kP  of 
countries i and j at time t. The resulting measure k

ijtdir,X   is a bilateral variable 
measuring the relation between an institutional change conducted in countries i 
and j. The multiplication with (-1) is executed to receive higher (or smaller) values 
of k

ijtdir,X  linked to a stronger (or weaker) similarity between the reforms of coun-
tries i and j with respect to indicator kP . Henceforth, this measure of institutional 
change will be called direction, for which the values of k

ijtdir,X  lie between    and 
0. Note that taking the absolute value of the difference prevents us from making 
any statement about the direction of the countries’ reforms. This means if coun-
tries i and j undergo reforms in the same direction, one does not know whether 
these reforms raise or reduce the value of the particular indicator. However this 
does not have an impact on the empirical results since we are interested in the sim-
ilarity of reforms and their influence on bilateral cycle correlations, and not in the 
influence of reforms on the individual countries’ business cycles. 
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4.2.2.3 Business Cycle Synchronisation 

Due to the fact that business cycles are not directly observable and measurable, an 
appropriate methodology to model them is required. On the basis of the available 
real GDP series of the OECD from 1960 to 2005 for all 20 countries, the cycles 
can be calculated by filtering the GDP series. As described in section 3.1, there are 
quite a few possibilities for measuring the business cycle. De Haan, Inklaar and 
Jong-a-Pin (2005) give a short insight into the differences between alternative fil-
tering methods. They conclude that “studies that use standard filters such as the 
HP, BK and CF filters are likely to yield similar results”. Here, the commonly 
used Hodrick-Prescott (HP) filter with a λ  of 100 is applied in order to obtain the 
output gap as a measure of the stage in the business cycle. A sensitivity analysis 
with alternative filtering methods is also conducted to check for the reliability of 
the results. The connection between the business cycles of two countries is made 
by calculating the correlations over a 5-year interval starting in 1960. The correla-
tion of the last available period is therefore calculated using data from 2000 to 
2005. For the sensitivity analysis, two further de-trending methods are selected. 
The cycles measured by using the Cristiano-Fitzgerald (CF) filter and the year-on-
year differences (DIF4) are introduced as substitutes for the HP-filtered series, 
serving as a robustness test for the results obtained with the HP filter. The cycle 
component extraction for all three alternatives is described in section 3.1 and the 
correlations are calculated in the same way as for the HP filter. In the following, 
the variables included in addition to the structural reform indicators will be de-
scribed. 

4.2.2.4 Control Variables 

In section 2.2, trade is mentioned as the major transmission channel for business 
cycles. To account for this, we use an indicator of bilateral trade intensity, follow-
ing the approach of Frankel and Rose (1998), who define a variable measuring the 
share of the two countries’ bilateral trade flows ijtT  in the total volume of their 
trade flows with all partner countries. This is formally expressed in equation (13) 
of sub-section 4.1.2.2. Differences in the sectoral specialisation of the production 
structure of two countries are measured by the variable ijtS  following the definition 
of equation (15) in sub-section 4.1.2.2.  

Primary government net lending, measured as a percentage of GDP based on 
OECD data (which are available from 1970 to 2006), serves as an indicator of fis-
cal policy ijtFP . Taking the absolute differences between countries i and j, the net 
lending value delivers a measure for the similarity of the countries’ fiscal policies. 
This is formally displayed in equation (16) of sub-section 4.1.2.2. 

In order to model a currency union, a dummy variable is used that takes the 
value 1 if two countries are in the same currency union at the same time and 0 if 
not. Obviously this is true for the members of the euro area. As 5-year periods are 
used in the empirical analysis, the dummy value is 0 for all country pairs until the 
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penultimate period. It changes to 1 for all euro area member pairs in the last period 
from 2000 to 2005. 

4.2.2.5 Additional Determinants of Synchronisation 

The European Commission’s Ameco database delivers comprehensive data on real 
long-term interest rates from 1960 to 2007 for 17 countries that are included in the 
empirical analysis. There are no data available for Australia, Canada and New 
Zealand. The bilateral measure will be defined as the absolute difference between 
countries i and j at time t, following the approach introduced for the distance 
measure calculations of the structural indicators.  

In addition to the indicators of labour market reforms that have already been 
presented, the role of an overall index of labour and product market regulation is  
analysed: the Economic Freedom of the World Index, which is maintained by the 
Fraser Institute for 123 countries from 1970 to 2005. The index includes five dif-
ferent areas21 and takes into account different aspects of the institutional situation 
in each country.22 Clearly, it is not as easy to interpret as the structural indicators 
of Nickell and Nunziata, but it is worth including in order to take into account an-
other potential source of synchronisation linked to the institutional framework of 
countries. 

Again, the absolute differences of the values of countries i and j at time t are 
taken, to obtain a bilateral measure. It is important to mention that the index is on-
ly available each fifth year from 1970 to 2000, beginning in 1970. It is published 
annually for the period from 2000 to 2005. Since the empirical analysis is built 
upon 5-year averaged data, the series is interpolated and the 5-year mean of the re-
sulting values is calculated for the period from 1970 to 2000. 

4.2.3 Empirical Strategy 

As described in the introduction to this section and in detail in section 2.2, many 
studies have been published on the “traditional” determinants of business cycle 
synchronisation, but only few focus on the role that institutional similarity and 
change play in this process. Böwer and Guillemineau (2006) analyse the influence 
of trade union density and employment protection legislation as two labour market 
flexibility indicators by running an extreme-bound analysis (EBA) in a cross-
section framework over the period from 1980 to 2004. Using bilateral differences 
for both indicators, the results do not help to explain the role of structural reforms 
on business cycle convergence. None of the indicators are identified as statistically 
significant. Similarly, Artis and Claeys (2007) analyse the influence of four labour 
market variables and a summary indicator of labour market rigidity on business 

                                                           
 

21  Size of government; legal structures and security of property rights; access to sound 
money; freedom to trade internationally; regulation of credit, labour and business. 

22  Further information is available on http://www.freetheworld.com/release.html. 



4.2  Structural Reforms in the Euro Area      131 

cycle synchronisation, as measured the bilateral cross-correlation of output gaps in 
rolling 5-year time windows based on panel data of eleven countries over the peri-
od from 1970 to 2003. Their study uses a random effects setup with trade integra-
tion as the single control variable, complemented by different additional variable 
combinations, and yields non-significant results with respect to all labour market 
indicators.  

In this book, we basically follow Artis and Claeys (2007) in using a panel data 
framework, but implement some alterations to the econometric approach as well 
as to the data structure and institutional changes. Specifically, we use a larger 
number of structural indicators and control variables as well as a fixed effects 
model instead of random effects. Additionally, there are some differences in the 
determination of the dependent variable. Artis and Claeys (2007) calculate the cor-
relations for 6 periods over a 5-year rolling window by averaging the correlations 
and using band pass filtered deviation cycles, while we employ HP filtered busi-
ness cycles to generate correlations over 9 initially defined 5-year periods.  

We pay specific attention to the determination of the period length in order to 
remove biasing short-term cyclical movements. Five-year periods meet this condi-
tion and are also suitable to exploit the time dimension of our data as well as to 
compute correlations with sufficient time observations. Hence, five-year averages 
of our measures for institutional similarity and change are constructed by generat-
ing the arithmetic mean for each period and variable. After this transformation we 
obtain 9 intervals, the first covering the period from 1960 to 1964, the second 
from 1965 to 1969 and so on. The last period from 2000 to 2006 comprises a 7-
year period as our sample spans 47 years. 

The basis of our empirical analysis is a non-structural linear model of the fol-
lowing form: 

 
pn n

k k
ijτ ij 0 ijτ 1 ijτ 2 ijτ 3 ijτ k,1 k τ ijτdir,ij(τ 1) dis,ijr

k 1 l 0 k 1

Corr(gap) α β T β FP β S β curr γ X η X λ ε

  

                (20) 

ijτCorr(gap)  represents the (contemporaneous) correlation of the business cycle of 
countries i and j in period τ . T, FP and S stand for bilateral trade, difference in 
fiscal policy and degree of specialisation between countries i and j in period τ , 

ijcurr is a dummy variable, which is 1 if countries i and j both are members of the 
euro area and 0 if not. It measures the euro effect. The parameters ijα  and τλ  are 
cross-section and period specific effects, ijτε  is the error term to control for unob-
served influences. The effect of institutional similarity on business cycle synchro-
nisation is captured by κ

ijτdis,κ
n

1k Xη . The values of k  range from 1 to 36, thus 
numbering the indicators. The influence of similar structural reforms is accounted 
for by the term k

1ijτdir,k,1
p

0l
n

1k Xγ    with the coefficient k,1γ  reflecting the effect of 
absolute differences of institutional change and their lags. Again, k is the index of 
the indicators, running from 1 to 36. The second sum accounts for lagged values 
of the indicators such that p is one if the introduced indicator enters the equation 
with a lag of one period. 
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When working with panel data we have to determine whether random or fixed 
cross-section effects better suit our model and data. Fixed effects estimation 
means that an individual constant is calculated for each cross-section, suggesting 
that there are different unobservable, time-invariant conditions influencing the de-
pendant variable. A random effects setup does not explicitly calculate the individ-
ual constants but rather puts them into the error term, and as a result the constants 
only show a randomised variation. Therefore, it is important to come to a conclu-
sion as to whether the unobserved effect, denoted as ijα , and the explanatory vari-
ables are correlated. The random effects estimator only provides consistent coeffi-
cients if there is no correlation between the random effect and the explanatory 
variables, while the fixed effects estimator is less efficient but always computes 
consistent estimates, even if the unobserved effect and the explanatory variables 
are correlated. The standard way to deal with the unobserved effects problem is to 
run a Hausman-Test comparing the random effects and fixed effects estimators. 
As the fixed effects estimator is definitely consistent, a statistically significant de-
viation of the coefficients computed by the random effects estimator provides 
clear evidence of its inconsistency. The test is carried out on the basis of the intro-
duced model, i.e. including trade, specialisation, fiscal policy and the euro area 
dummy as well as time and cross-section-specific effects, but without any institu-
tional indicators. Henceforth, we will refer to this model as the basic model.  

Our results demonstrate that the hypothesis of no correlation between the cross-
section unobserved effect and the explanatory variables has to be strongly reject-
ed. This implies that a cross-section fixed effects model specification fits the data 
best. The time specific effect τλ  has to be fixed since our data structure does not 
allow for balanced data estimation. Furthermore, a redundant fixed effect test 
proves our assumption that the chosen model specification with cross-section and 
period specific effects is correct. The hypothesis that the fixed effects are redun-
dant has to be rejected, implying that our chosen standard model with a fixed ef-
fect specification is appropriate.  

Given that we have 36 different indicators for institutional similarity as well as 
for institutional change, there are various possible combinations of the above 
model. Therefore it is important to define a strategy to deal with the enormous 
amount of data. Our first step is to look at the availability of the bilateral values in 
order to select at least one significant sub-indicator for each structural group. It is 
important to note that some indicator groups do not have sub-indicators with suffi-
cient data points for all countries and periods. These include variables such as 
working hours, active labour market policy and regulation. Variables that are not 
identified as significant will be excluded. Sub-indicators for which only limited 
data are available when compared to other sub-indicators of the same group will 
not be incorporated in the following estimations in order to avoid excluding too 
much observable data. Subsequently, for each indicator group, one of the prese-
lected sub-indicators will (in the event of significance) be chosen to serve as part 
of the model. 
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4.2.4 Results 

4.2.4.1 Contemporaneous Institutional Variables 

The remaining sub-indicators are tested for significance in a reduced model speci-
fication which always includes the control variables trade, fiscal policy, specialisa-
tion and the euro area dummy. Thus, we use a modified version of equation (20) 
with n=1 and l=0 such that the contemporaneous distance and direction terms of 
only one indicator can be included per equation.  

For each sub-indicator, we estimate three specifications with different combina-
tions of institutional similarity and change. In specification (1), only a sub-
indicator’s distance term is introduced in addition to the control variables. Specifi-
cation (2) adds the direction term to the basic model, leaving out the distance term. 
Specification (3) includes both the direction and the corresponding distance term 
of a sub-indicator. The results are shown in table 28. The third column represents 
the values of specification (1), while the fourth column displays the outcomes of 
specification (2). The fifth and the sixth columns show the result of specification 
(3), which includes both the distance and the direction term. The entries display 
the coefficients of each sub-indicator. In doing so, we are able to identify sub-
indicators which are likely significant for business cycle synchronisation. 

Note that the distance and direction terms of each sub-indicator have been both 
included twice each. In this way seven distance measures which are significant in 
specification (1) and (3) as well as four significant direction measures in specifica-
tions (2) and (3) can be identified. More precisely, the distance measures of union 
density and coverage (udnet, udnet_vis), bargaining coordination and centralisa-
tion (cow, cow_int, cew, cew_int) and the employment tax rate (t1) as well as di-
rection measures of bargaining coordination and centralisation (co_oecd, 
ce_oecd), replacement rates (brr_oecd) and the employment tax rate (t1) are sig-
nificant at this stage. 

However it is still useful to continue reducing the data by dropping significant 
indicators that are simply different measures of the same institutional dimension 
such as cow and cow_int, both of which are indicators for bargaining coordina-
tion. In this case, the sub-indicator with fewer observations is dropped. Alongside 
the employment tax rates (t1), the union density and coverage indicator is repre-
sented by udnet, while cow and cew are used as distance measures for bargaining 
coordination and centralisation, respectively. In this regard, the first indicator rep-
resents coordination while the latter represents the centralisation factor. The par-
ticular coordination and centralisation indicators are likely correlated, as both refer 
to the process of wage negotiations. Nevertheless, regarding both aspects as inde-
pendent has the clear advantage of making the full range of available data on wage 
bargaining exploitable. If both aspects are jointly estimated, it might lead to a de-
terioration of the sensitivity of the particular coefficients. Yet, we suspect that this 
effect does not influence our results substantially. Our preferred measures of struc-
tural reforms will be the direction terms of bargaining coordination and centralisa-
tion (co_oecd, ce_oecd), replacement rates (brr_oecd) and the employment tax 
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rate (t1). As described above, bargaining coordination (co_oecd) as well as bar-
gaining centralisation (ce_oecd) are considered in the following analysis. 

The eight significant bilateral measures for distance and direction mentioned 
above are tested for robustness in a model similar to equation (3). Since we want 
to find out whether the assumption of significance for the eight selected measures 
holds for different combinations of the sub-indicators, we now allow for two as 
well as three different indicators in the same equation. According to equation (3), 
two specifications are defined. The first accounts for two different sub-indicators 
in the same equation (n=2), while the latter brings three different sub-indicators 
together (n=3). Both specifications also include the control variables trade, spe-
cialisation, fiscal policy and the currency union dummy. The equations are still es-
timated without lagged direction terms, indicated by (l=0) in equation (3). 

It is important to mention that in the following equations the distance and direc-
tion measures of the same indicator always appear together even though some of 
them might be insignificant. The reason for including possible non-significant 
counterparts as control variables is that the exact relation and interaction between 
the distance and direction measures is not clear-cut. Leaving out one of them due 
to insignificance is thus not advised.  

The first specification (n=2) accounts for every possible combination of pairs 
within the eight selected sub-indicators, while the second specification (n=3) al-
lows for every possible combination of three selected sub-indicators. In this vein, 
a total of 56 equations are estimated in order to cross-check the reliability of the 
results of table 28. 

Table 29 displays the coefficients of the sub-indicators’ distance terms, while 
table 30 shows the direction term coefficients. The sub-indicators’ names are re-
ported in the first row, while the first column shows the number of jointly estimat-
ed sub-indicators per equation. Each single estimation with combinations of 2 
(n=2) and 3 (n=3) sub-indicators calculates both the coefficients of the sub-
indicator’s distance and direction term. As an example, the column titled as udnet 
in table 29 shows the resulting distance coefficient values of those equations in 
which the union density and coverage sub-indicator has been included. Table 30 
presents the corresponding direction term coefficients of the union density and 
coverage sub-indicator. Since every possible combination of 2 and 3 sub-
indicators is tested, we obtain 21 results for the distance as well as for the direc-
tion term of each selected sub-indicator. 

The distance measures for union density and coverage (udnet) and for bargain-
ing coordination (cow) as well as the direction measures for replacement rates 
(brr_oecd) and the employment tax rate (t1) are highly significant in all estimated 
equations. The relevance of the distance measures for bargaining centralisation 
(ce_oecd) and the employment tax rate (t1) as well as of the direction measures for 
bargaining coordination (co_oecd) is not clear as these variables show insignifi-
cant coefficients in some equations. Nevertheless, we will refer to the aforemen-
tioned seven distance and direction measures as additional control variables in the 
following estimations as they are likely to influence business cycle correlations. 
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Table 28. Direction and distance measures, identification test 

Indicator Sub-Indicator Model Specification 
  (1) (2) (3) 
Employment Protection  distance direction distance direction 
 epl -0.07  0.72 -0.08  0.74 
 epl_allard -0.03  0.09 -0.03  0.09 
Union Density 
and Coverage 

     

 udnet  0.01** -0.35  0.01** -0.34 
 udnet_vis  0.01** -0.24  0.01** -0.26 
Bargaining Coordination 
and Centralisation 

     

 co_oecd  0.00  0.91**  0.01  0.92** 
 co_oecd_int  0.02  0.60  0.01  0.61 
 cow -0.22**  0.57 -0.22**  0.60 
 cow_int -0.24**  0.52 -0.25**  0.84 
 ce_oecd -0.03  0.78* -0.03  0.79* 
 ce_oecd_int -0.05  0.05 -0.05  0.08 
 cew -0.16**  0.17 -0.16**  0.14 
 cew_int -0.20** -0.89 -0.19** -0.70 
Replacement Rates      
 brr1  0.02 -0.20  0.02 -0.15 
 brr_oecd -0.00 -0.74**  0.00 -0.80** 
 nrw  0.00 -0.17  0.00 -0.15 
Taxes      
 t1  0.02**  1.14**  0.02*  1.09** 
 t2  0.01  0.49  0.02*  0.47 
 t3 -0.01  0.74 -0.01  0.73 
 tw  0.00  2.63  0.01  2.81* 

Notes: Entries display the coefficient values of the distance and direction terms. Two aster-
isks next to the value of the particular indicator mean significance at the 1% level, one as-
terisk indicates significance at the 5% level. The correlation of business cycles of each 
country pair for 5-year intervals is the dependent variable. Explanatory variables are bilat-
eral measures of trade, fiscal policy, specialisation and a currency union dummy, together 
with the distance and/or direction term of a sub-indicator. Time and period specific con-
stants as well as the coefficients of the control variables are estimated, but not reported. 
Specifications (1) and (2) estimate the coefficients of each sub-indicator’s distance and di-
rection term separately. Specification (3) estimates the coefficients of each sub-indicator’s 
distance and direction term jointly. Data for a maximum of (20*19)/2=190 country pairs 
over 9 periods are used.  
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Table 29. Distance measure, robustness check 

  udnet  co_oecd cow ce_oecd cew brr_oecd t1 

n=2 

0.01** -0.01 -0.21** -0.03** -0.13 0.00 0.01 
0.01**  0.01** -0.31** -0.03** -0.18 0.00 0.01* 
0.01**  0.02 -0.23**  0.01* -0.11 0.00 0.02* 
0.01**  0.03 -0.17**  0.05** -0.22 0.00 0.01* 
0.01**  0.01 -0.22** -0.02** -0.14 0.00 0.02* 
0.01**  0.01 -0.27** -0.06** -0.28 0.00 0.02* 

n=3 

0.01**  0.06* -0.28** -0.02** -0.14 0.00 0.01 
0.01**  0.00 -0.22**  0.00 -0.07 0.00 0.01 
0.01**  0.01 -0.18**  0.03** -0.17 0.00 0.01 
0.01**  0.00 -0.21** -0.03* -0.11 0.00 0.01 
0.01**  0.00 -0.26** -0.06** -0.23 0.01 0.01 
0.01**  0.08** -0.31** -0.02* -0.12 0.00 0.01* 
0.01**  0.08** -0.27**  0.05** -0.22 0.00 0.01 
0.01**  0.08** -0.32** -0.02** -0.16 0.00 0.02* 
0.01**  0.09** -0.36** -0.08** -0.29 0.01 0.02* 
0.01**  0.27 -0.19**  0.06** -0.18 0.00 0.02* 
0.01**  0.02 -0.24**  0.01 -0.08 0.00 0.02* 
0.01**  0.42 -0.26** -0.03** -0.23 0.01 0.02** 
0.01**  0.03 -0.19**  0.05** -0.20 0.00 0.02* 
0.01**  0.05 -0.20**  0.09** -0.37 0.01 0.02* 
0.01**  0.02 -0.27** -0.02** -0.26 0.01 0.02* 

Notes: Entries display the coefficient values of the distance terms. Two asterisks next to the 
value of the particular indicator imply significance at the 1% level, one asterisk indicates 
significance at the 5% level. The correlation of business cycles of each country pair for 5-
year intervals is the dependent variable. Explanatory variables are bilateral measures of 
trade, fiscal policy, specialisation and a currency union dummy, together with the distance 
and direction terms of two and three sub-indicators. The entries referring to n=2 present the 
coefficients of the distance terms estimated by including every possible combination of two 
sub-indicators (both the distance and the direction term). The entries referring to n=3 show 
the coefficients of the distance terms estimated by including every possible combination of 
3 sub-indicators (distance and direction term). Time and period specific constants as well as 
the coefficients of the control variables and the direction terms of the sub-indicators are es-
timated, but not reported. Data for a maximum of (20*19)/2=190 country pairs over 9 peri-
ods are used.  

In contrast, the distance measure for bargaining coordination (co_oecd) and the 
direction measure for bargaining centralisation (ce_oecd) are probably irrelevant 
determinants, as indicated by the small number of significant coefficients. 
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Table 30. Direction measure, robustness check 

  udnet co_oed cow ce_oed cew brr_oecd t1 

n=2 

-0.38 0.84**  0.45  0.57  0.33 -0.74** 0.78* 
-0.65 1.56** -0.83  0.20 -0.45 -0.88** 1.07** 
-0.35 0.80  0.22  0.89* -0.13 -0.85** 1.06** 
-0.59 1.05**  0.68  1.25** -0.61 -0.81** 1.12** 
-0.12 1.04**  0.71  0.86*  0.10 -0.67** 1.23** 
 0.03 0.58  0.51  0.51  0.60 -0.80** 1.10** 

n=3  

-0.86 1.46** -0.84 -0.15 -0.21 -0.80** 0.77* 
-0.37 0.91*  0.16  0.69  0.23 -0.79** 0.73* 
-0.59 0.91**  0.36  0.81 -0.15 -0.74** 0.79* 
-0.14 0.94**  0.56  0.59  0.26 -0.64** 0.90** 
 0.00 0.47  0.28  0.11  0.82 -0.73** 0.79** 
-0.70 1.35** -0.81  0.35 -0.23 -0.96** 0.98** 
-0.75 1.53** -0.68  0.75 -0.71 -0.87** 1.09** 
-0.44 1.70** -0.83  0.09 -0.58 -0.77** 1.20** 
-0.14 1.19* -0.60  0.28  0.35 -0.87** 1.07** 
-0.65 0.75  0.51  1.27** -0.79 -0.87** 1.08** 
-0.16 0.98*  0.31  0.96* -0.23 -0.79** 1.18** 
-0.02 0.37  0.29  0.61  0.57 -0.85** 1.06** 
-0.35 1.20**  0.83  1.30** -0.66 -0.68** 1.27** 
-0.14 0.46  0.35  0.77  0.24 -0.81** 1.13** 
 0.50 0.75*  0.65 -0.06  0.47 -0.57* 1.24** 

Notes: Entries display the coefficient values of the direction terms. Two asterisks next to 
the value of the particular indicator imply significance at the 1% level, one asterisk indi-
cates significance at the 5% level. The correlation of business cycles of each country pair 
for 5-year intervals is the dependent variable. Explanatory variables are bilateral measures 
of trade, fiscal policy, specialisation and a currency union dummy, together with the dis-
tance and direction terms of two and three sub-indicators. The entries referring to n=2 pre-
sent the coefficients of the direction terms estimated by including every possible combina-
tion of two sub-indicators (both the distance and the direction term). The entries referring to 
n=3 show the coefficients of the direction terms estimated by including every possible 
combination of 3 sub-indicators (distance and direction term). Time and period specific 
constants as well as the coefficients of the control variables and the distance terms of the 
sub-indicators are estimated, but not reported. Data for a maximum of (20*19)/2=190 coun-
try pairs over 9 periods are used.  

4.2.4.2 Lagged Institutional Variables 

The use of 5-year panel data enables us to look at the dynamic influence of institu-
tional reforms.  
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Table 31. Lagged direction measure, identification test 

Indicator Sub-Indicator Model Specification 
  (1) (2) (3) (4) 
  Direction Direction Direction Direction 
Employment Protection      
 epl(-1)  1.37**  1.39**  2.15**  2.11** 
 epl_allard(-1)  0.44*  0.46*  0.96**  0.97** 
Union Density 
and Coverage      
 udnet(-1)  0.32  0.64  0.49  0.49 
 udnet_vis(-1)  0.32  0.66  0.49  0.47 
Bargaining Coordination 
and Centralisation      
 co_oecd(-1) -0.31 -0.31  0.61  0.58 
 co_oecd_int(-1)  0.29  0.29  1.01*  0.93 
 cow(-1) -0.66 -0.68 -0.03 -0.03 
 cow_int(-1) -0.74 -0.65 -0.28 -0.37 
 ce_oecd(-1) -0.86* -0.85*  0.98  0.88 
 ce_oecd_int(-1) -0.14 -0.09  0.98  0.93 
 cew(-1)  1.56**  1.38**  2.53**  2.53** 
 cew_int(-1)  2.89**  2.55**  5.16**  5.23** 
Replacement Rates      
 brr1(-1)  0.11  0.09  0.18  0.16 
 brr_oecd(-1)  0.71**  0.72**  0.66*  0.79* 
 nrw(-1) -0.40** -0.40** -0.44** -0.44** 
Taxes      
 t1(-1) -0.11  0.09 -0.33 -0.33 
 t2(-1) -0.40 -0.50 -1.92 -1.90 
 t3(-1)  0.55  0.59 -0.08 -0.01 
 tw(-1) -0.78 -2.09 -2.52 -2.53 

Notes: Entries display the coefficient values of the lagged direction terms. Two asterisks 
next to the value of the particular indicator mean significance at the 1% level, one asterisk 
indicates significance at the 5% level. The correlation of business cycles of each country 
pair for 5-year intervals is the dependent variable. Explanatory variables are bilateral 
measures of trade, fiscal policy, specialisation and a currency union dummy, together with 
the lagged direction term of a sub-indicator and in specifications (2) and (4) by the corre-
sponding distance term. Specifications (3) and (4) add the additional control variables of 
tables 22 and 23 to the list of explanatory variables. Time and period specific constants as 
well as the coefficients of the control variables and, if included, the additional control vari-
ables and distance terms are estimated, but not reported. Data for a maximum of 
(20*19)/2=190 country pairs over 9 periods are used.  

This could be important for our investigation, as more time than five years is 
probably needed in order for the reform effect to materialise. Hence, the role of 
one period lagged direction measures is analysed.  
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Since the dynamic nature of institutional changes is already covered by the di-
rection term, we do not focus on the lagged distance term. The procedure is simi-
lar to the approach used for the contemporaneous institutional variables. Again, 
the first step is to identify likely significant lagged institutional variables. Accord-
ing to equation (3), l is now set to 1 in order to allow for lagged direction terms. 
The number of n depends on the particular specification. We define four different 
specifications for the identification test. A sub-indicator’s lagged direction term is 
added to the control variables in specification (1), leading to n=1. In addition, 
specification (2) includes the corresponding distance term to the lagged direction 
term. In this way, it can be analysed whether the distance term influences the coef-
ficient of the lagged direction term. Specifications (3) and (4) also include the sev-
en additional contemporaneous control variables that were identified as significant 
in the previous estimations. Specification (4) is almost identical to specification 
(3), but it accounts for a sub-indicator’s lagged direction term as well as for the 
corresponding distance term, while specification (3) leaves out the distance term. 

Table 31 presents the results of four estimations for identifying significant 
lagged direction measures. The first and the second column display the indicator 
names and the corresponding sub-indicators. The remaining columns show the co-
efficients of the sub-indicator’s lagged direction terms in four different specifica-
tions. All specifications include the control variables trade, fiscal policy, speciali-
sation and the currency union dummy.  

The results suggest taking a closer look at the lagged values of employment 
protection (epl_allard), bargaining coordination and centralisation (cew_int) as 
well as replacement rates (brr_oecd, nrw), since these indicators show a possible 
influence on business cycle synchronisation: all 4 lagged direction measures are 
significant in all specifications. Similar to the analysis of the contemporaneous 
distance and direction measures, we run additional estimations as a robustness 
check for the results in table 31. The significant employment protection sub-
indicator (epl) is not introduced in the following robustness check since it features 
fewer observations than the other significant sub-indicator for employment protec-
tion (epl_allard). Cew_int is taken as the relevant sub-indicator for bargaining 
centralisation, as the other significant sub-indicator (cew) shows a slightly lower t-
statistic value. We do not exclude either of the 2 significant sub-indicators for re-
placement rates (brr_oecd, nrw), since they exhibit different coefficient signs and 
therefore are clearly not substitutable.  

The first specification estimates every combination of 2 sub-indicators’ lagged 
direction terms in addition to the control variables and the additional control vari-
ables of the previous section. This specification is indicated by n=2 referring to 2 
jointly measured sub-indicator’s direction terms. The second specification differs 
from the first in allowing for the inclusion of an additional direction term. Again, 
all possible combinations of 3 sub-indicators’ lagged direction terms are estimated 
in each instance and indicated by n=3. The distance terms are excluded in the es-
timations since the results in table 31 report marginal changes in the sub-
indicator’s direction term coefficient when including the distance term. The out-
come is presented in table 32 with the number of jointly estimated sub-indicators 
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in column 1 and the sub-indicator names in the first row. The entries are the coef-
ficients of the sub-indicators in each equation. 

Table 32. Lagged direction measure, robustness check 

 epl_allard(-1) cew_int(-1) brr_oecd(-1) nrw(-1) 

n=2 
0.88** 4.95** 0.62* -0.31* 
0.92** 4.72** 0.57* -0.42** 
0.89** 4.81** 1.65** -1.03** 

n=3 
0.89** 4.81** 1.65** -1.03** 
0.86** 4.59** 0.55* -0.30* 
0.83** 4.70** 1.49** -0.89** 

Notes: Entries display the coefficient values of the lagged direction terms. Two asterisks 
next to the value of the particular indicator mean significance at the 1% level, one asterisk 
indicates significance at the 5% level. The correlation of business cycles of each country 
pair for 5-year intervals is the dependent variable. Explanatory variables are bilateral 
measures of trade, fiscal policy, specialisation and a currency union dummy as well as the 
additional control variables, together with the direction terms of two and three sub-
indicators. The entries referring to n=2 present the coefficients of the lagged direction 
terms estimated by including every possible combination of two sub-indicators (only the di-
rection terms). The entries referring to n=3 show the coefficients of the direction terms es-
timated by including every possible combination of 3 sub-indicators (only the direction 
terms). Time and period specific constants as well as the coefficients of the control varia-
bles and the additional control variables are estimated, but not reported. Data for a maxi-
mum of (20*19)/2=190 country pairs over 9 periods are used.  

The results show that the sub-indicators for employment protection 
(epl_allard), bargaining centralisation (cew_int) and replacement rates (brr_oecd) 
are significant in every specification while the second sub-indicator for replace-
ment rates (nrw) is significant in nearly all specifications. 

4.2.4.3 Additional Determinants 

Another interesting aspect is whether our findings concerning the influence of the 
control variables on business cycle synchronisation are in line with the previous 
results outlined in section 2.2. Trade was identified as a key variable in the deter-
mination of business cycle convergence. This hypothesis is confirmed by our re-
sults since a positive linkage was discovered between higher trade intensity and 
converging business cycles. Nevertheless, it should be pointed out that the coeffi-
cient of trade intensity was insignificant in several specifications. This supports 
the findings of Gruben et al. (2002), Calderón et al. (2002) and Imbs (2004), who, 
in contrast to Frankel and Rose (2002), identify smaller effects of trade on busi-
ness cycle convergence. By contrast, fiscal convergence seems to have a clear and 
highly positive connection to greater business cycle correlation, thus supporting 
the findings of Darvas, Rose and Szapary (2005), who also indentify such a rela-
tionship. The role of specialisation, however, is not as clearly defined. The ambig-
uous results prevent us from drawing a conclusion about the link between similari-
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ty of sectoral structures and business cycle convergence. Depending on the model 
specification, the sign of the specialisation variable changes repeatedly, hence it is 
impossible to make a statement about the importance of the sectoral structure for 
the synchronisation process. In the same vein, the impact of a common currency 
(and, by extension, a common monetary policy) is still unclear. Since the coeffi-
cient of the common currency variable in our analysis is non-significant in nearly 
every estimated specification, we cannot identify a currency union a major deter-
minant of business cycle synchronisation. However, as noted earlier, many effects 
of the recently established EMU may only materialise over the long term. Thus, 
while our results indicate that the EMU does not exert a significant influence on 
business cycle synchronisation, the opposite finding could potentially hold true in 
a longer time series. 

In addition to the usual control variables, we seek to identify further possible 
sources of business cycle synchronisation. Therefore, long-term real interest rate 
convergence and the Fraser Institute's Economic Freedom Index are included in 
the analysis. We use the enhanced standard model to identify the impact of abso-
lute differences in long-term interest rates as well as of the Fraser Index. This 
means that, in addition to the control variables trade, specialisation, fiscal policy 
and currency, the significant contemporaneous as well as lagged distance and di-
rection measures are included, leading to a total of 16 explanatory variables. The 
results are presented in table 33. Specification (1) estimates the effect of the long-
term interest rate differential on the business cycle correlation, while specification 
(2) includes the Fraser index instead of the interest rates. The number of observa-
tions shows the amount of included data points in terms of country pairs and time 
periods. The R2 is displayed to give an impression of the estimation performance.  

The coefficient of the long-term interest rate differential is positive and signifi-
cant at the 1% level, while the Fraser index coefficient shows insignificance. This 
suggests that larger real interest rate variability between countries contributes to 
business cycle synchronisation. An explanation could be that either larger nominal 
interest rate variability or inflation variability contributes to the stabilisation of 
asymmetric shocks that countries experience. Most of the structural indicators and 
fiscal policy are significant in both specifications. The currency union dummy, 
trade and specialisation as well as some structural indicators are not significant. 
The large amount of explanatory variables is a possible reason for this. It also has 
to be kept in mind that a model to explain business cycle synchronisation is a ra-
ther fragile construction. Hence, the coefficients are fairly sensitive to any modifi-
cation. This is also supported by the reported R2 values. A substitution of the Fra-
ser index by the interest rate differential leads to better performance of 
specification (1). Nevertheless, the findings of table 33 corroborate our previous 
results. All coefficients have the expected signs and most are significant. 
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Table 33. Significance test for long-term interest rates and the Fraser index 

Explanatory Variables 
 Model Specification 

 (1) (2) 

    
  Coefficients Coefficients 
Control Variables    
 T  7.54  8.70 
 FP -0.11** -0.07** 
 S  0.32  0.06 
 curr  0.07  0.13 
    
Structural Reforms    

 distance 

udnet  0.01**  0.01* 
cow -0.13* -0.19** 
cew -0.15* -0.17** 
t1  0.01  0.01 

    

 direction 
co_oecd  0.68  0.48 
brr_oecd -0.63* -0.57* 
t1  0.89**  0.99** 

    

 
direction 
lagged 

epl_allard  0.58*  0.72** 
cew_int  0.84  4.53** 
brr_oecd  1.83**  1.35** 
nrw -0.98** -0.83** 

    
Additional Determinants    
 interest rates  0.07** - 
 Fraser index - -0.13 
    
Observations  521 675 
    
R2   0.50  0.37 

Notes: Entries display the coefficient values. Two asterisks next to the value of a particular 
indicator mean significance at the 1% level, one asterisk indicates significance at the 5% 
level. The correlation of business cycles of each country pair for 5-year intervals is the de-
pendent variable.  
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4.2.4.4 Sensitivity Analysis 

The preceding empirical analysis in this section has been based on business cycles 
calculated with the Hodrick-Prescott filter (HP). As shown at the beginning of 
chapter 1, different de-trending methods do not necessarily lead to identical or 
even similar results, which is due to varying theoretical assumptions in the filter 
setups. Although the HP filter is commonly used and cited in the business cycle 
literature, we decided to test the sensitivity of the results of the empirical analysis, 
using two alternative filtering methods. The band-pass filter of Cristiano-
Fitzgerald (CF) as well as the year-on-year difference (DIF4) are applied to the 
GDP time series in order to obtain alternative measures of the business cycle. The 
required correlations are calculated in the same way as in the case of the HP-
filtered data. The sensitivity analysis comprises three stages. Firstly, the basic 
model with the control variables trade, specialisation, fiscal policy and currency 
union is estimated. Then, the second equation is estimated by taking the contem-
poraneous indicators of structural reforms that were identified as significant in the 
previous section. Thirdly, the four significant lagged structural reform indicators 
of the previous section are added to the model. Each equation is estimated three 
times, only changing in the filtering method of the GDP series. In fact, we find 
some differences depending on the chosen de-trending method. The distance indi-
cators of union density (udnet) and the bargaining centralisation indicator (cew) 
show a change of sign. Furthermore, the significance of the coefficients is no 
longer retained. Equally, the reform similarity indicators for bargaining coordina-
tion (co_oecd), bargaining centralisation (cew_int) and replacement rates 
(brr_oecd), the last two indicators entering with a lag of one period, exhibit some 
coefficient changes depending on the de-trending method.  

In contrast, the distance measures for bargaining coordination (cow) and for the 
employment tax rate (t1) as well as the direction measures for replacement rates 
(brr_oecd), the employment tax rate and the lagged employment protection indi-
cator (epl_allard) do not show any sign change, even if the significance of the co-
efficients alters to some extent.  

It should be kept in mind that analysing the influence of institutions on business 
cycle convergence in a panel data framework gives rise to some possible sources 
of error. Some of the challenges include measuring structural arrangements and 
structural reforms, the implementation of an ad-hoc model and the resulting de-
termination of all important explanatory variables as well as the difficulty of using 
a basically unobservable dependent variable, leaving open the possibility of meas-
urement bias.  

Nevertheless, we found that some of the institutional indicators are clearly sig-
nificant in various specifications, even if they vary in the number and quality of 
the explanatory variables as well as in the calculation method of the dependent 
variable. The different results produced by the various filtering methods indeed 
show a certain sensitivity in several indicators. However, we assume that these re-
sults are not a reflection of a weak link between structural reforms and business 
cycle synchronisation, but are caused by the above described model and data is-
sues. 
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4.2.5 Concluding Remarks 

The purpose of this chapter was to investigate how institutional conditions and 
structural reforms affect the process of business cycle synchronisation. In this un-
dertaking, one is confronted with some complex issues. Testing hypotheses about 
the influence of reforms is a challenging task for the full complexity of interac-
tions can hardly be observed, let alone adequately described using econometric 
techniques. However, if one is willing to accept simplifications, it is possible to 
obtain insights into reform patterns and their possible effects on business cycles 
and cyclical synchronisation. There is already a growing literature on the determi-
nants of business cycle synchronisation. Our analysis extends this literature in in-
teresting and important ways. Static cross-section regressions are the prevailing 
methods used to identify significant factors in business cycle correlation. This lim-
its the possibility of accounting for heterogeneous unobserved effects. Such ef-
fects can be better treated with panel data techniques, as pursued in our analysis. 
In addition, our panel data setup allows us to look at dynamic reform effects, 
which our results demonstrate to be present and significant in many cases.  

In contrast to previous studies, we find that structural settings as well as re-
forms have an influence on business cycle synchronisation. For the empirical es-
timations, we first constructed measures of distances between countries’ labour 
market characteristics, as well as of reform efforts in this area. 

We find that the distance measures of trade union density, bargaining coordina-
tion and centralisation and the employment tax rate, as well as the direction indi-
cators for bargaining coordination and centralisation, replacement rates and the 
employment tax rate are likely to play a role in explaining business cycle synchro-
nisation. The results indicate that increasing union density participation and em-
ployment tax rate differentials as well as diverging structural reforms concerning 
replacement rates result in more synchronised business cycles. In contrast, similar 
institutional conditions in the wage bargaining process and homogenous reforms 
in terms of wage bargaining and employment tax rates lead to converging business 
cycles. Thus, making institutional arrangements more similar can also have ad-
verse effects on cyclical synchronisation, which is a food for thought in delibera-
tions concerning the nexus between institutions and business cycles. 

Furthermore, all tested lagged direction measures, namely employment protec-
tion, bargaining coordination and centralisation as well as replacement rates, have 
a significant effect on business cycle synchronisation in different model specifica-
tions. This result corroborates the assumption that adjustments in structural re-
forms may require a considerable time span until their effects fully materialise. 
Again, the direction of influence is not distinct since similar reforms in all three 
mentioned institutional fields yield higher business cycle synchronisation, while 
similar changes in the second analysed indicator for replacement rates foster busi-
ness cycle divergence.  

Compared to Artis and Claeys (2007) and Böwer and Guillemineau (2006), our 
results seem more supportive of the notion that similar institutions and institution-
al changes in countries facilitate convergence in the business cycle. In this regard, 
some methodological differences potentially underlying the divergent results de-
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serve mention. While both Böwer and Guillemineau and Artis and Claeys focus 
on differences in structural conditions, an alternative measure for structural re-
forms was developed for our study. In addition, a larger quantity of data are ex-
ploited, leading to more robust and reliable results. Finally, in terms of structural 
indicators, we analyse a larger number of possible determinants than the afore-
mentioned authors.  

In addition to structural conditions, we analyse the influence of long-term inter-
est rates and the Fraser Institute's Economic Freedom of the World Index on busi-
ness cycle convergence. While the latter factor is insignificant in our specification, 
the long-term interest rate differential appears to affect business cycle synchroni-
sation. The positive sign of the interest rates coefficient leads to the conclusion 
that a rising interest rate differential drives business cycle convergence through 
strengthening resilience to asymmetric shocks.  

Furthermore, the effects of the control variables trade, fiscal policy, specialisa-
tion and currency union also support the findings of previous studies. Trade inten-
sity clearly influences business cycle convergence, even if it cannot be recognised 
as the key determinant. In contrast, fiscal policy shows high significance, indicat-
ing that fiscal convergence fosters business cycle synchronisation. However, the 
effects of sectoral structures and a common currency are still unclear since both 
variables are not significantly involved in the process of business cycle conver-
gence. However, the effects of a currency union cannot be conclusively interpret-
ed at present since a longer time frame may be needed until any effects can be dis-
cerned. 

All in all, our study delivers rather promising results, as we shed light on the 
role of structural reforms in the process of business cycle synchronisation. Never-
theless, the presented results have to be taken with some caution. The model is 
somewhat sensitive to modifications such that the results to some extent depend 
on the econometric framework as well as the measurement of the included varia-
bles. 





 

5 Shock Propagation Mechanisms and Business 
Cycle Convergence 

By Atilim Seymen  

This section provides an analysis of shock propagation mechanisms and interna-
tional business cycles based on structural vector autoregression (SVAR) models. 
After providing a brief overview of the employed methodology and related litera-
ture, results from two different empirical models will be presented. The first em-
pirical model includes the G7 countries, for which relatively long and reliable da-
tasets can be obtained. We examine the properties of output cycles and changes in 
inflation rates, as well as how these variables are affected by common and struc-
tural (supply, demand and nominal) shocks. The second, simpler model covers a 
shorter sample period and is less theoretical in structure, but deals with more 
countries than the first model. It allows us to investigate whether gaps in terms of 
the aforementioned variables between the euro area and its twelve Member States 
are mainly due to common or country-specific shocks. 

5.1 Structural Vector Autoregression Models 

Structural vector autoregression (SVAR) models have gained in popularity in 
macroeconomic analysis since the 1980s. These models allow researchers to esti-
mate structural shocks as well as their dynamic effects on macroeconomic varia-
bles by imposing a minimum number of theoretical restrictions on a statistical 
model. Moreover, SVAR models are not only empirical models; many theoretical 
models have a structural VAR representation, too. Based on an empirical or theo-
retical model, a SVAR representation can be employed for the analysis of business 
cycles. In particular, a structural VAR is well-suited to the modelling approach 
that views business cycles as a product of exogenous shocks. The propagation 
mechanisms of the shock thus determine the persistence and amplitude of the 
business cycle. SVARs allow researchers to examine various aspects of interna-
tional business cycles: 

 
1. Structural shocks in different countries can be compared.  
2. Dynamic responses of macroeconomic variables to a one-standard-deviation 

structural shock can be compared.  
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3. Error variance decompositions can be computed for estimating shares of 
(common and country-specific) shocks in cyclical fluctuations.  
 
In the following, we discuss these three aspects with some examples from the 

relevant literature and provide an outline of the empirical tools that we employ 
later for analysis. 

5.1.1 Confronting the Estimated Structural Shocks 

In a seminal study, Bayoumi and Eichengreen (1992) investigate the coherence of 
structural shocks across European countries and compare it with US regional data. 
They estimate bivariate VARs for the output and inflation rates of each European 
Community (EC) country and US region and identify “supply” and “demand” 
shocks by employing the identification scheme proposed by Blanchard and Quah 
(1989). The estimated historical supply and demand shocks for the EC and the 
United States are plotted and their movements are commented. Moreover, correla-
tions between the anchor country/region (Germany for the European EC and the 
Mid-East Region for the United States) of these two groups with the other mem-
bers are reported. Such a correlation analysis is simple and can be very insightful. 
However, care should be taken not to over interpret the conclusions, since the ro-
bustness of the results may not be given; that is, the robustness may change sub-
stantially with respect to the choice of the anchor country. The approach used by 
Bayoumi and Eichengreen also does not distinguish between symmetric and 
asymmetric (common and country-specific) components of structural shocks; see 
the critique in Chamie et al. (1994).  

Bayoumi and Eichengreen (1992) also take the relative size of estimated shocks 
into account. Their argument for doing so rests on the postulation that “the larger 
the size of the underlying shocks, the more difficult it may be to maintain a fixed 
exchange rate, and the more compelling may be the case for an independent poli-
cy response”. However, although this argument could be right, it is not possible to 
compute relative shock sizes, since estimated orthogonal shocks and their dynamic 
multipliers are identified only up to a certain normalisation and their standard de-
viations can be changed arbitrarily in the empirical framework.  

A simple way to check the convergence (or divergence) between estimated 
structural shocks is to discern whether the correlation between related shocks is 
higher (or lower) in later subsamples. A higher correlation in later subsamples 
may lead to business cycle convergence. Note, however, that strong business cycle 
synchronisation cannot be taken for granted, even when structural shocks in indi-
vidual countries consist only of a common component, since it is possible that 
propagation mechanisms vary between countries due to differing institutions, po-
litical preferences or economic structures. We do not report the correlations 
among possible country pairs in our study due to the sheer abundance of them.23 

                                                           
 

23For twelve euro area members and the USA, 78 bilateral correlations can be computed. 



5.1  Structural Vector Autoregression Models      149 

Chamie et al. (1994) and Xu (2006) follow a two-step approach for estimating 
structural shocks and their “common” and “country-specific” components. Xu 
(2006) investigates the common component for country pairs as a share of the 
overall fluctuation in supply and demand shocks in different subsamples. We 
modify the approach used by Chamie et al. (1994), who neglect to compute a 
common component for all possible country pairs in their dataset. We instead cal-
culate a common component for each individual country in order to analyse G7 
business cycle dynamics (see section 5.2). We distinguish between components of 
structural shocks common to every G7 country and country-specific components. 
If the share of the common component has increased over time, this may be a sign 
of convergence between economies. This interpretation is valid, however, only 
under the assumption that the dynamic response of macroeconomic variables to 
structural shocks is qualitatively and quantitatively similar, as argued above. We 
find a clear sign of business cycle divergence, on the other hand, if the common 
component share decreases in later subsamples. 

5.1.2 Confronting the Estimated Dynamic Responses to Shocks 

Impulse response functions for a specific country provide information on two 
properties of business cycles: amplitude and persistence. If the variances of all 
structural shocks are normalised to the same value, as done in our empirical analy-
sis, the magnitude of impulse responses (particularly at the so-called business cy-
cle frequencies) will provide information on the amplitude of the cycle. The shock 
producing the highest amplitude at business cycle frequencies must be the main 
driving force behind the business cycle. 

A variable either converges gradually to a new long-run value after a one-time 
shock occurs (if it is non-stationary due to a unit root or if that particular shock is 
assumed to have a long-run impact on that variable), or the effect of the shock on 
the variable dies out over time. The length of this convergence process to the 
new/old long-run value reflects the persistence of the variable response to the par-
ticular shock. Shocks with a more persistent effect are likelier to play a bigger role 
in cyclical fluctuations. 

Bayoumi and Eichengreen (1992) investigate the speed of adjustment to supply 
and demand shocks by comparing impulse response functions. With respect to 
supply shocks, they report that “a noticeable feature is the faster speed of adjust-
ment for the US regions despite the lack of the exchange rate instrument within the 
US currency area. The bulk of the adjustment to supply shocks by US regions oc-
curs within 3 years; for EC countries it typically takes substantially longer”. This 
finding, however, is not undisputed. Chamie et al. (1994) report, for example, that 
“the adjustment of output in response to a structural shock is slower in the US re-
gions than in the European countries”. 

A numerical unit for measuring the speed of adjustment is suggested by Bay-
oumi and Eichengreen (1992), namely “the ratio of the impulse response function 
in the third year to its long-run level”. This measure may, however, not be very 
informative, since the business cycle horizon is typically assumed to be a longer 
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horizon, say from 6 to 32 quarters. A measure related only to the adjustment in the 
12th quarter (3rd year) is especially insufficient if the adjustment changes consid-
erably over the total business cycle horizon (which is typically the case). We deal 
with the speed of adjustment indirectly in our empirical analysis for the euro area 
by investigating the driving forces of gaps in terms of business cycles between the 
euro aggregate and individual countries. 

Impulse response functions becoming more (or less) similar to each other quan-
titatively and qualitatively in later subsamples serve as evidence for business cycle 
convergence (or divergence). Impulse response functions showing increasing 
similarity over time indicate at the minimum institutional convergence, since simi-
lar propagation mechanisms point to similar economic institutions, structures, etc. 
Yet institutional convergence does not necessarily lead to business cycle conver-
gence, especially when countries are exposed to strong country-specific shocks. 
Blanchard and Gali (2008) estimate rolling bivariate SVAR models in a recent 
study in order to assess the changing effects of oil price shocks in the G7 countries 
over time. We follow a modified version of this strategy in our own empirical 
work, which uses historical variance decompositions in order to assess the changes 
in business cycle dynamics in the euro area. 

5.1.3 Confronting Shares of Global and Country-Specific Shocks 

In general, neither estimating the share of the global component in structural 
shocks nor estimating impulse response functions alone is sufficient for the analy-
sis of business cycle synchronisation. Therefore, we do not follow these approach-
es in our own empirical analysis. Characteristics such as amplitude and persis-
tence, which every business cycle possesses, cannot be explained by either the 
former or the latter method alone. Error variance decomposition is, on the other 
hand, capable of capturing both of these characteristics. One possibility is to carry 
out a variance decomposition analysis within individual countries and to check if 
structural shocks have similar weights in the fluctuations of the same variable. 
Chamie et al. (1994) follow this strategy in their study, in which they compare US 
regions with European countries. Their main finding, based on forecast error vari-
ance decomposition (FEVD), is that supply shocks have a larger role in cyclical 
fluctuations in Europe than in the United States. Indeed, carrying out estimations 
in different subsamples and comparing the findings can bear insightful results.  

Another possibility is to estimate common (i.e. common to all countries in the 
empirical model) and country-specific shocks in an SVAR model and to compute 
variance decompositions to assess international business cycle convergence. In 
this line of analysis, an increasing share of common shocks in the fluctuations of 
output in later subsamples would point to a convergence of business cycles, while 
a decreasing share of these shocks implies diverging cycles. Constructing a pure 
SVAR model distinguishing common and country-specific shocks can be an espe-
cially challenging task in applied econometrics. We deal with this problem in our 
first empirical model, which comprises the G7 countries, by employing the empir-
ical methodology proposed by Chamie et al. (1994). 
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The forecast error variance decomposition is probably the most widely used 
variance decomposition technique. However, we do not apply this technique in 
this study due to two main reasons. First, a recent study by Seymen (2008b) has 
shown that the FEVD is not compatible with conventional business cycle 
measures. Second, because the model must be then re-estimated for each individu-
al subsample, a subsample analysis is possible with FEVD only to a limited ex-
tent. To overcome these two problems, we conduct a historical variance decompo-
sition (HVD) as suggested by Seymen (2008b) based on business cycles measured 
with the Christiano-Fitzgerald filter for output (in line with our descriptive analy-
sis in chapter 1 and based on the growth rate for inflation). The basic idea behind 
HVD is that the variable of interest, say tx , can be decomposed into sub-
components with respect to structural shocks i

tε  for N ,1,...i  , where N  is the 
total number of structural shocks in the empirical model, such that 
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where it,εt
X  is the realisation of tx  had only the i-th structural shock occurred at 

period t. The variance of tx  is then given by the sum of the covariance of its sub-
components with the total, i.e. 
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Hence, the last term of the equation is the estimated share of the i-th structural 
shock in the variance of tx . A negative share, which would imply that the corre-
sponding structural shock has a decreasing effect on the variance of the variable of 
interest, is not ruled out in this framework. 

The structural VAR framework discussed in the foregoing has established itself 
as a useful device for empirical macroeconomic analyses. It is simple and repro-
ducible, and it can be linked to theoretical models. One of the disadvantages of the 
framework is its inability to incorporate many variables into the analysis due to 
the degrees-of-freedom problem. Indeed, adding too many variables/countries to 
the empirical model will yield a drastic increase in the number of parameters to be 
estimated. Two approaches can provide a solution to this problem, namely GVAR 
models and factor models, both of which have already been used for analysing in-
ternational business cycles and can be seen as extended VAR frameworks. We 
provide a review of the recent literature on this topic in sub-section 2.1.6 of this 
book. 

We do not employ large global VAR or factor models in our own empirical 
framework. The technical reason for this is that these models require the painstak-
ing task of collecting a large dataset and the writing of computer codes for estima-
tions that are still not widely used. In addition to the technical difficulties, these 
models only allow at present a structural analysis to a limited extent. Estimated 
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factors in factor models are typically not given an economic interpretation. The 
same is valid for the global VAR models, where the analysis of the dynamics is 
primarily based on generalised impulse response functions, but not from impulse 
response functions based on shocks that are given a structural macroeconomic in-
terpretation.  

Our own empirical work in the next two sections is based on SVAR models. 
We estimate a model with structural macroeconomic shocks in our first empirical 
analysis, and then work with a structural VAR model in the second empirical 
analysis without attributing the estimated shocks a structural economic meaning. 
The latter model is a simplified version of the factor model suggested by Stock 
und Watson (2005). The SVAR framework is simple, accessible and easy to inter-
pret. Moreover, the framework is largely sufficient for the empirical analysis we 
are interested in conducting within this project. The empirical models are ex-
plained in the related sub-section in this study.24 We refer to the related literature 
for the technicalities, since the applied estimation techniques are rather standard. 

We employ SVAR models for the following objectives: i) to estimate structural 
shocks like supply, demand, etc. and/or their common and country-specific com-
ponents; ii) to assess the properties of the transmission mechanisms of these 
shocks; iii) to compute variance decompositions with respect to these shocks; iv) 
to carry out counterfactual analyses, in which different scenarios are considered by 
asking questions such as: What would have happened if a certain shock or group 
of shocks had not occurred in the past? When carrying out these analyses, we also 
look at changes in subsamples in order to assess changes in business cycle dynam-
ics over time. Unlike the related literature and the previous section of this study, 
we do not only consider the business cycles measured for a real variable, i.e. out-
put, but also the quarterly changes in inflation rate, i.e. a nominal variable. We 
think this aspect is important, especially in light of recent increases in food and oil 
prices and the inflation targeting of the European Central Bank in the euro area. 

                                                           
 

24  Although we had considered proceeding as Fidrmuc and Korhonen (2003) do for 
identifying euro area-wide structural shocks by estimating a euro area SVAR and 
comparing it with country-specific SVARs at an earlier stage of our investigation, we 
have decided not to do so due to the fact that their model based on long-run re-
strictions contains a lot of uncertainty given the short sample available for many EU 
members. 
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5.2 Cycles of G7 Countries 

5.2.1 Data and Descriptive Analysis 

Our empirical analysis starts with the investigation of output cycle properties and 
properties of quarterly changes in the inflation rate of the G7 countries. The sam-
ple covers the period from 1971Q1 to 2007Q4 (including the initial values used in 
the estimations) and the data are from the OECD Economic Outlook Database. 

Table 34 shows that output cycles of the G7 countries have been positively and 
highly correlated over the whole sample period, with the three euro area countries 
being no exception.  

Table 34. Correlations of output cycles and inflation growth, G7 countries 

 GDP Inflation 

  can fra deu ita jpn gbr usa can fra deu ita jpn gbr usa 

can 1.00        1.00        

fra 0.44 1.00      -0.19  1.00       

deu 0.32 0.52 1.00     -0.06  0.03 1.00      

ita 0.57 0.73 0.58 1.00     0.19 -0.08 0.25  1.00     

jpn 0.12 0.37 0.59 0.33 1.00   -0.06 -0.05 0.01  0.09  1.00    

gbr 0.45 0.65 0.43 0.41 0.39 1.00  -0.07  0.30 0.11 -0.08 -0.06 1.00   

usa 0.61 0.41 0.54 0.30 0.32 0.55 1.00  0.28 -0.08 0.13  0.03 -0.07 0.06 1.00 

  Sample: 1972Q2-2007Q4 

Japanese output cycles are in general less related to other G7 country cycles ex-
cluding Germany. The existence of two cyclically coherent groups – the euro area 
and English-speaking countries – in terms of GDP cycles, as observed by Stock 
and Watson (2005) for GDP growth rates, cannot be detected. Inflation cycles 
show much less coherence, if at all, as can be seen in the table. Whether this is the 
product of different transmission mechanisms or asymmetric shocks will be dis-
cussed below. 

Figure 33 shows the mean of correlations in the group of G7 countries over a 6 
year rolling window: Output cycles have also invariably shown greater correlation 
than quarterly changes with the inflation rate. The illustrated mean correlations for 
the G7 countries are partly in line with the findings for the euro area (cf. figure 6 
of section 3.4). In particular, there has been a recent decrease in synchronisation 
among the G7 countries, as observed for the euro area. This may point to a com-
mon global factor behind the recent decreases, such as a decrease in the volatility 
of common shocks. The mean correlation was rather low in the mid-1990s in both 
groups and then increased gradually. The euro area cycle mean correlations meas-
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ured with the Christiano-Filter started, however, to decrease as early as 1999, 
while the peak for the G7 countries is observed about the year 2004. 

Fig. 33. Mean of correlations in the group of G7 countries over a 6 year rolling window 
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Notes: Output correlations based on Christiano-Fitzgerald filter. Inflaton correlations based 
on first difference of inflation. 

5.2.2 Empirical Model 

The estimated model comprises output, the real interest rate and the inflation rate 
(in this order), i.e. it is an extended version of the bivariate model proposed by 
Bayoumi and Eichengreen (1992), which contains only output and the inflation 
rate. Trivariate models of all G7 countries are estimated within a seemingly unre-
lated regression system in order to increase the estimation efficiency and to con-
nect the country-specific models. The identification scheme developed by 
Blanchard and Quah (1989) with long-run restrictions is applied to estimate sup-
ply, real demand and nominal shocks for every G7 country. The first shock in this 
system is called a supply shock since this is the only shock that can affect the level 
of output in the long run. This restriction is consistent with the conventional mac-
roeconomic view that output is solely determined by the supply side of the econ-
omy in the long run. The second shock is allowed to affect the real interest rate in 
the long run along with the supply shock, and is registered as a real demand shock. 
Changes in the real interest rate can affect the composition of output in the long 
run, but not its level. The reasoning for this assumption is based on various stud-
ies, including King et al. (1991), whose arguments and empirical findings suggest 
that long-run changes in the real interest rate can affect the consumption/output 
and investment/output ratios, but not the level of output. The last shock is called a 
nominal inflation shock, which can only affect the inflation rate in the long-run, 
leaving output and the real interest rate unaffected. This restriction is also in line 
with conventional wisdom, according to which money and prices are irrelevant in 
the long run development of real variables. Although many macroeconomic mod-
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els do not account for them, we add them to our empirical model for two reasons: 
i) since we are interested in the dynamics of inflation in the G7 countries; and ii) 
in order to account for their short-term effects on our single real variable: output. 

Any structural VAR strategy may mix supply and demand phenomena within 
and across countries. Faust and Leeper (1997), for example, compare supply and 
demand shocks following the models by Blanchard and Quah (1989) and Bayoumi 
and Eichengreen (1992) for the US economy. Both studies are carried out with bi-
variate VARs and both comprise output growth. The crucial assumption for the 
identification of demand shocks is that they cannot affect output in the long run. 
Furthermore, Blanchard and Quah (1989) include the unemployment rate as the 
second variable in their model, while Bayoumi and Eichengreen (1992) include 
the change in the inflation rate. Both approaches can be justified with theoretical 
arguments; however, as Faust and Leeper (1997) show with an example, the esti-
mated demand shock of one model is highly correlated with the estimated supply 
shock of the other. The empirical approach that we follow is not vulnerable to 
such modelling problems as tried and confirmed by different specifications in our 
analysis; see also Seymen (2008a) on this issue. 

Following the methodology of Chamie et al. (1994), common and country-
specific components of the structural shocks of individual countries are estimated. 
The relationship between them can be summarised by 
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where i
tj,ε  is the i-th structural shock of the j-th country, i

j,0α  is a coefficient re-
lated to the common component of the i-th structural shock for the j-th country, 

i
t0,ξ is the component of the i-th structural shock common to all G7 countries, i

tj,ξ  
is the country-specific component of the i-th structural shock of the j-th country. 
After feeding the corresponding entries in this equation back into the country-
specific VAR model of the countries, we can compute impulse response functions 
as well as historical variance decompositions in the standard way. The system of 
unobservered common and country-specific components is estimated via Maxi-
mum Likelihood and the Kalman filter recursion. 
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5.2.3 Results 

Table 35 and 36 show the counterfactual correlations of output cycles and counter-
factual correlations of quarterly changes in the inflation rates of the G7 countries 
that would have taken place if the G7 countries were subject to common shocks 
only. The high positive counterfactual correlations indicate that the transmission 
mechanism of shocks in the related countries are very similar. Correlation coeffi-
cients close to zero would have indicated completely different transmission mech-
anisms, while a negative correlation coefficient would have meant that the particu-
lar shock leads to a divergence in cycles between the countries. The reported 
coefficients in table 35 imply that the response of output cycles to supply shocks is 
highly synchronised in the G7 countries, the lowest correlation coefficient being 
observed between the cycles of Canada and Italy, with a reading of 0.81. The 
transmission mechanisms also show important similarities in the face of demand 
shocks, albeit to a lesser extent than the transmission mechanisms of supply 
shocks. Germany’s relationship to Canada, France and Italy is in this respect 
somewhat of an exception, with relatively weaker correlations of 0.45, 0.64 and 
0.26, respectively. Finally, output cycles also would have been rather highly corre-
lated if the sample period has only contained common nominal shocks. France 
shows stark contrast in this respect with the other G7 countries, displaying weak 
correlations with many of them. Common nominal shocks alone even would have 
led to a divergence between the output cycles of France, Japan and the United 
Kingdom. The counterfactual correlations reported for inflation growth in table 36 
are generally weaker than the correlations reported for output cycles. Although a 
reason behind this might be that inflation growth is measured by high frequency 
data whereas output cycles are measured in lower frequencies (i.e. business cycle 
frequencies, which are in our case assumed to cover periods from 6 to 32 quar-
ters), lower correlations are still obtained if a cyclical component is computed for 
inflation using the Christiano-Fitzgerald filter, as was done for output.25 The 
transmission mechanisms of common supply shocks on inflation growth have 
been different from country to country according to the reported correlations in ta-
ble 36. Common demand or nominal shocks alone would have led, however, to 
generally high positive correlations, implying that the shock propagation mecha-
nisms of the G7 countries are quite similar in this respect. The response of Japa-
nese inflation growth to common demand shocks is an exception. These shocks 
alone would have led to a divergence of inflation growth between Japan and the 
rest of the G7 countries. The reported shares in the output cycles of Germany and 
the United Kingdom have also been driven to an important extent by common 
shocks to the G7 countries; however, these shocks have played a rather small role 
in the cycles of the rest of the G7 countries. Table 37 shows that the variance in 
output cycles in our sample period is explained in every G7 country mainly by 
supply shocks. 

                                                           
 

25  We do not report results for inflation “cycles”, since they hardly vary from the results 
obtained for inflation growth rates. 
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The share of supply shocks is particularly high in the sample period in France, 
Germany, Japan and the United Kingdom. Italy differs from the other euro area 
countries in this respect, because output cycles can also partly be attributed to 
nominal shocks, as in Canada and the US. The US is the only country in which 
demand shocks contribute, albeit weakly, to output fluctuations. The share of the 
common component in output cycles is highest in France. The output cycles of 
Germany and the United Kingdom are also driven to an important extent by com-
mon shocks to the G7 countries; however, these shocks play a rather small role in 
the cycles of the rest of the G7 countries. 

Table 37. Share of output fluctuations attributable to shocks in G7 countries 

 global country-specific supply demand nominal 

can 0.21 0.79 0.71 0.02 0.26 
fra 0.73 0.27 0.97 0.03 0.00 
deu 0.30 0.70 0.90 0.03 0.06 
ita 0.23 0.77 0.81 0.01 0.19 
jpn 0.14 0.86 0.96 0.01 0.03 
gbr 0.35 0.65 0.92 0.00 0.08 

usa 0.20 0.80 0.67 0.13 0.20 

Sample: 1972Q2-2007Q4. 

Figure 34 illustrates the shares of output fluctuations attributable to shocks in 
the G7 countries. Demand and nominal shocks do not play a considerable role in 
any of the countries throughout the whole sample period.  

Table 38. Share of inflation growth fluctuation attributable to shocks in G7 countries 

  global country-specific supply demand nominal 

can 0.05 0.95 0.02 0.64 0.33 
fra 0.11 0.89 0.05 0.44 0.51 
deu 0.18 0.82 0.09 0.44 0.47 
ita 0.14 0.87 0.03 0.66 0.31 
jpn 0.00 1.00 0.20 0.55 0.25 
gbr 0.15 0.85 0.11 0.82 0.07 

usa 0.10 0.90 0.09 0.10 0.81 

Sample: 1972Q2-2007Q4 

There have been, however, episodes in which common supply shocks were an 
important determinant of output cycles. In particular, French output cycles have 
largely been driven by common supply shocks, the effect of which has decreased 
recently. These shocks were also an important driving force of output cycles until 
the early 1980s in Canada, Germany, Japan and the United Kingdom. The United 
Kingdom witnessed a significant surge in its share of common supply shocks be-
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tween 1995 and 2005; the increase of these years disappeared abruptly after 2005, 
however. Finally, common supply shocks were never an important driving force 
of output cycles in the US in the sample period. These shocks even had a negative 
effect on the variance of output cycles in the US in the mid-1990s. 

Fig. 34. Share of cyclical GDP fluctuation in G7 countries attributable to global shocks 
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The data in table 38 indicate that inflation dynamics are to a large extent driven 
by country-specific factors. Japan is the most extreme example here, for the em-
pirical model attributes the whole fluctuation in inflation growth to country-
specific shocks. Also, among the G7 countries, Japan’s supply shocks make up the 
largest share (0.20) of fluctuation in inflation growth. Supply shocks have rather 
insignificant effects in the other G7 countries’ inflation growth variance. Country-
specific demand and nominal shocks have a rather balanced share in the inflation 
growth fluctuations of the euro area countries and Canada, while demand shocks 
are dominant in the United Kingdom, with a share of 0.82, and nominal shocks are 
dominant in the US, with a share of 0.81. 

Figure 35, which shows the share of common shocks in the inflation growth of 
the G7 countries, is also in line with the above results for the entire sample period: 
Our calculations indicate common shocks have had negligible effects on this vari-
able in the past. The only exception in this respect is the surge in the share of 
common demand shocks in inflation growth variance after the year 2000 in the 
United Kingdom, which, however, reversed itself more recently. 
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Fig. 35. Share of inflation growth in G7 countries attributable to global shocks 
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5.3 Heterogeneity of Business Cycles in the EU 

5.3.1 Data 

We use a modified version of the empirical approach suggested by Giannone and 
Reichlin (2006), which is itself a simpler version of the strategy followed by Stock 
and Watson (2005), to investigate the sources of heterogeneity observed in the cy-
clical fluctuations in (most) EU countries. In contrast to Giannone and Reichlin 
(2006), who work with annual data, we use quarterly data in our estimations. In 
this sub-section, we investigate the following: i) the gap between the cyclical 
component of output, ii) the gap between the growth rate of per capita output, and 
iii) the gap between the quarterly change in the inflation rate of individual coun-
tries and the euro area. The cyclical component of output is computed with the 
Christiano-Fitzgerald filter. Inflation is computed as the quarterly rate of change in 
the Harmonised Consumer Price Index. 

Our sample covers the period from 1970Q1 to 2007Q4 for most of the models 
of output (including the initial values used in the estimations). Austria is the only 
exception, for which the sample period starts in 1989Q1. The sample covers the 
period from 1995Q1 to 2007Q3 in most of the inflation rate models (including the 
initial values used in the estimations). The Irish inflation series starts in 1997Q1. 
No rolling windows are reported for Greece due to the shortness of its sample, 
which starts in 2000Q4. A short descriptive analysis of the data is provided along 
with the counterfactual correlations between the individual countries and the euro 
area aggregate below. 



5.3  Heterogeneity of Business Cycles in the EU      161 

5.3.2 Empirical Model 

Three types of bivariate structural VAR models are estimated in this sub-section. 
Every model contains the euro area aggregate together with one of the members of 
the euro area. The identification of the country-specific shock is achieved by as-
suming that its effect on other countries occurs with a lag. Stock and Watson 
(2005), for example, write that “country-specific shocks can lead to spillovers, but 
those spillovers are assumed to happen with at least a one-quarter lag”. Analo-
gously, in identifying country-specific shocks Giannone and Reichlin (2006) as-
sume that spillover effects occur with at least a one-year lag, since they work with 
yearly data. Such an assumption is, however, not in line with our empirical find-
ings regarding the lead-lag relationships between the euro area and its Member 
States, as reported in section 3.4. Therefore, we avoid directly repeating the meth-
ods used by Giannone and Reichlin in the following. We argue that working with 
quarterly data is more in accordance with empirical observations, and we adapt the 
analysis of Giannone and Reichlin (2006) for output growth with quarterly per 
capita data. 

Our first aim is to discern whether country-specific shocks lead to gaps in out-
put cycles, per capita output growth or inflation growth between a country and the 
euro area aggregate. Moreover, we hope to identify the driving forces of business 
cycle dynamics of the euro area countries. 

5.3.3 Results 

Table 39 reports the true and counterfactual correlations in output cycles between 
individual members and the euro area. If only euro area shocks had occurred in 
Member States in the past, their respective output cycles would have shown a very 
strong correlation with the euro area aggregate; the measured correlation coeffi-
cient is larger than 0.95. Among large countries such as Germany, France and Ita-
ly, the high correlation coefficient might be explained by a scale effect. Yet small 
countries such as Austria, Belgium, Luxembourg and the Netherlands also show 
very high correlation levels. The correlation of the output cycles of Spain, Finland, 
Greece and Portugal are somewhat less strong in our analysis, but are still 0.80 or 
higher (had only euro area shocks occurred). This lower correlation level is per-
haps due to different propagation mechanisms. Ireland differs significantly from 
the other countries and shows a correlation of merely 0.32 with the euro area. 

Only country-specific shocks also would have led to high correlations in output 
cycles in many cases. The lowest correlation is between Greece and the euro area 
at 0.40, which is still moderately high. It is interesting to note that the actual corre-
lation between various countries is lower than would have been the case if only 
one type of structural shock had occurred. This is possibly due to the fact that in 
the bivariate model only the euro area and a specific country are considered, while 
in reality 12 different country-specific shocks occur in every period, and these 
shocks have mixed effects on the individual countries that cannot be explicitly 
measured by our simplistic empirical model. Therefore, we interpret the reported 
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high correlations in table 39 as a sign of structural similarity among the Member 
States of the euro area with respect to the propagation mechanisms of shocks. This 
interpretation implies that differences among output cycles in individual countries 
are primarily due to the asymmetry of shocks. 

Table 39. True and counterfactual correlations of output cycles 

 True Only euro area 
shocks 

Only country 
shocks 

aut 0.74 0.98 0.95 
bel 0.82 0.96 0.96 
deu 0.89 0.99 0.76 
esp 0.70 0.87 0.96 
fin 0.44 0.80 0.51 
fra 0.84 0.99 0.96 
grc 0.54 0.84 0.40 
ire 0.28 0.32 0.60 
ita 0.85 0.96 0.94 
lux 0.72 0.97 0.88 
nld 0.79 0.99 0.74 
prt 0.69 0.89 0.99 

Sample: 1971Q2-2007Q4. Sample for Austria: 1989Q1-2007Q4 

The correlation coefficients reported in table 40, which reflect the similarity of 
per capita output growth rates, are in general lower than the ones in table 39. This 
is possibly due to the high frequency nature of the data used for computing these 
correlations. That the counterfactual correlation with respect to the euro area 
shock is higher for many countries, Italy and Portugal being an exception, is to a 
large extent a reflection of the statistical properties of the empirical model, which 
restricts the response of other Member States to the shock of a specific country in 
the period that the shock occurs. The true correlation is also lower than both of the 
counterfactual correlations for almost every country except Luxembourg, possibly 
due to the reason discussed in the previous paragraph. 

The relatively low and partly negative correlation coefficients reported for the 
quarterly change in inflation, i.e. inflation growth, in table 41 are reflective of the 
idiosyncratic nature of this variable, either in terms of it being subject to asymmet-
ric shocks or differences in propagation mechanisms related, or both. While the 
quarterly inflation change in Germany, Spain, Italy and to a lesser extent in Fin-
land and the Netherlands seems to be related to the change in the euro area, the 
other countries show either virtually no correlation or a negative one. Surprisingly, 
country-specific shocks only would have led to higher inflation growth correla-
tions than euro area-only shocks. 

The variance of gaps between the output cycles in individual countries and the 
euro area, reported in table 42, can be attributed to country-specific shocks, except 
in the case of Austria and Spain. 
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Table 40. True and counterfactual correlations of per capita output growth 

 True Only euro area 
shocks 

Only country 
shocks 

aut 0.51 0.87 0.55 
bel 0.53 0.74 0.61 
deu 0.85 0.99 1.00 
esp 0.59 0.92 0.63 
fin 0.36 0.76 0.43 
fra 0.65 0.93 0.58 
grc 0.25 0.64 0.26 
ire 0.23 0.79 0.46 
ita 0.45 0.51 0.79 
lux 0.31 0.80 0.15 
nld 0.49 0.98 0.59 
prt 0.37 0.47 0.88 

Sample: 1971Q2-2007Q4. Sample for Austria: 1989Q1-2007Q4 

Table 41. True and counterfactual correlations of inflation growth 

 True Only euro area 
shocks 

Only country 
shocks 

aut  0.12 -0.33  0.61 
bel -0.36 -0.99 -0.16 
deu  0.61  0.68  0.87 
esp  0.63  0.75  0.74 
fin  0.29  0.36  0.30 
fra  0.14  0.30  0.41 
grc -0.29 -0.71  0.66 
ire  0.11 -0.28  0.89 
ita  0.48  1.00  0.85 
lux  0.18  0.26  0.40 
nld  0.38  0.50  0.82 
prt  0.09 -0.59  0.83 

Sample: 1996Q1-2007Q4 (for some countries the last observation is missing). Sample for 
Greece: 2001Q1-2007Q4. Sample for Ireland: 1998Q1-2007Q4. 

This is in line with our interpretation regarding table 39 above, i.e. that the euro 
area cycles reflect the shocks of 12 Member States, while an individual country is 
likely to be different than the average of this mixture, although its cycles may be 
highly correlated with the cycles of many individual countries in the euro area. 
Euro area shocks seem to be an important driving force of cyclical fluctuations in 
several Member States, especially in Belgium, Germany, France, Italy, Luxem-
bourg and the Netherlands. 
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Table 42. Share of output cycle gaps and output fluctuations in Member States attributable 
to euro area shocks 

  Gap Country variable 

 euro area country euro area country 
aut  0.58 0.42 0.14 0.86 
bel  0.19 0.81 0.65 0.35 
deu  0.01 0.99 0.55 0.45 
esp  0.53 0.47 0.21 0.79 
fin  0.12 0.88 0.10 0.90 
fra  0.26 0.74 0.68 0.32 
grc -0.02 1.02 0.06 0.94 
ire  0.30 0.70 0.07 0.93 
ita  0.13 0.87 0.40 0.60 
lux  0.03 0.97 0.30 0.70 
nld  0.09 0.91 0.59 0.41 

prt  0.12 0.88 0.15 0.85 

Sample: 1971Q2-2007Q4. Sample for Austria: 1989Q1-2007Q4 

In contrast, the output cycles of Austria, Spain, Finland, Greece, Ireland and Por-
tugal are mainly driven by their country-specific shocks over the entire sample pe-
riod. Figure 36 and figure 37 show the share of output cycle gaps and output fluc-
tuations in individual Member States that are attributable to euro area shocks. 
While the variance of the gap between the euro area cycles and the cycles of Ger-
many and Luxembourg can hardly be traced back to euro area shocks, other Mem-
ber States’ gaps are explained by those in several sub-periods. Euro area shocks 
even lead to decreases in the variance of the gaps in several countries, including 
Spain, Finland, Greece and Ireland, in certain sub-periods.  

The picture regarding the share of output fluctuation attributable to euro area 
shocks also differs from country to country. Commonalities that apply to at least a 
cross-section of euro area countries are hard to find. Euro area shocks are to ac-
count for the most part for a positive share of output cycle fluctuations. The pic-
ture for Spain and Portugal is especially interesting, as euro area shocks lead to a 
decrease in the output cycle fluctuations starting roughly in the first half of the 
1980s and ending in the first half of the 1990s. 
Similar to the case for output cycles, country-specific shocks are a main driving 
force of output growth fluctuations in Member States. 
Figure 38 indicates that the share of output growth rate gaps attributable to euro 
area shocks has fluctuated considerably in the past. A decrease in the share of the-
se shocks can be observed roughly after the year 2000 in many Member States. 
Euro area shocks have even contributed to a decrease in Germany's output gap 
fluctuations in recent years. Greece is the only country in which the share of the 
gap attributable to euro area shocks was essentially zero for long period time. This 
share increases slightly after the year 2000, however. 
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Fig. 36. Euro area shocks as a share of the GDP cycle gaps in individual countries and the 
euro area over a 6 year rolling window 
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Fig. 37. Euro area shocks as a share of GDP cyclical fluctuations in individual countries 
over a 6 year rolling window 
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Table 43 shows that the share of euro area shocks in the variance of the output growth gaps 
of Austria, Belgium, France and Italy has been larger than their country-specific shocks.  
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Table 43. Euro area shocks as a share of output growth gaps and output variance 

  Gap Country variable 

 euro area country euro area country 
aut 0.72 0.28 0.22 0.78 
bel 0.60 0.40 0.27 0.73 
deu 0.02 0.98 0.15 0.85 
esp 0.25 0.75 0.25 0.75 
fin 0.14 0.86 0.11 0.89 
fra 0.57 0.43 0.32 0.68 
grc 0.02 0.98 0.03 0.97 
ire 0.13 0.87 0.07 0.93 
ita 0.53 0.47 0.14 0.86 
lux 0.14 0.86 0.12 0.88 
nld 0.04 0.96 0.19 0.81 

prt 0.32 0.68 0.05 0.95 

Sample: 1971Q2-2007Q4. Sample for Austria: 1989Q1-2007Q4. 

Fig. 38. Euro area shocks as a share of the output growth rate gaps of individual countries 
and the euro area over a 6 year rolling window 
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The share of euro area shocks in the output growth rate fluctuations of individ-
ual countries has also been rather heterogeneous. However, one common trend is a 
fall in the output growth rate variance attributable to euro area shocks in the first 
half of 1990s, as was the case for Germany. At the same time, however, the im-
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portance of euro area shocks increased during this period in Belgium, Spain, 
France, Ireland, Luxembourg, the Netherlands and Portugal. 

Fig. 39. Euro area shocks as a share of the output growth rates of individual countries over 
a 6 year rolling window 
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Country-specific shocks account for a large share of the variance in the gap be-

tween inflation growth in Austria, Belgium, Germany, France, Greece, Ireland and 
Portugal. The gaps of Spain, Finland, Italy, Luxembourg and the Netherlands are 
dominated by their own country-specific shocks; see table 44. The inflation 
growth of individual countries is also dominated by country-specific shocks to a 
large extent according to the same table and is in line with the findings for the G7 
countries in the previous section. The only exception in this respect is Greece, 
where the share of euro area shocks in inflation growth fluctuation is 0.45. 

Euro area shocks as a share of the gap in inflation growth fluctuation has de-
creased steadily in Austria, Belgium, Germany, Spain, France, Italy, the Nether-
lands and Portugal since the beginning of this decade, as illustrated in figure 40. 
Moreover, it has typically been low in the gaps of Finland, Ireland and the Nether-
lands. Both of these observations suggest that ECB inflation rate policy has been 
successful. 
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Table 44. Shocks as a share of inflation growth gaps and inflation growth in euro area 
countries 

  Gap Country variable 

 euro area country euro area country 
aut 0.90 0.10 0.00 1.00 
bel 0.55 0.45 0.12 0.88 
deu 0.49 0.51 0.12 0.88 
esp 0.13 0.87 0.23 0.77 
fin 0.12 0.89 0.12 0.88 
fra 0.80 0.20 0.03 0.97 
grc 0.64 0.36 0.45 0.55 
ire 0.34 0.66 0.28 0.72 
ita 0.09 0.91 0.02 0.98 
lux 0.07 0.93 0.07 0.93 
nld 0.17 0.83 0.04 0.96 

prt 0.32 0.68 0.08 0.92 

Fig. 40. Euro area shocks as a share of gaps in the inflation growth rates of individual coun-
tries and the euro area over a 6 year rolling window 
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Finally, the share of inflation rate growth attributable to euro area shocks has 
been close to zero over shorter sub-periods since the year 2000 in almost every 
Member State; see figure 41. Spain is the only exception in this respect, where eu-
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ro area shocks have led to a substantial decrease in the variance of inflation 
growth. 

Fig. 41. Euro area shocks as a share of inflation rate growth in individual countries over a 6 
year rolling window 
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5.4 Concluding Remarks 

In this chapter, we first examined the role of structural shocks and the similarity of 
transmission mechanisms in the G7 countries. Secondly, the heterogeneity of 
business cycle dynamics within the euro area were analysed. Both analyses were 
carried out with the aid of structural VAR models, which allow us to estimate 
structural shocks as well as their dynamic effects on macroeconomic variables by 
imposing a minimum number of theoretical restrictions. 

Our results show that the variance of output cycles is explained in every G7 
country mainly by supply shocks. In contrast, demand and nominal shocks seemed 
to have had only minor influences in the past. Output cycles of G7 countries show 
different responses to common shocks, which, however, are not that important in 
explaining the overall observed correlation of output cycles. We computed coun-
terfactual correlations of output cycles and counterfactual correlations of quarterly 
changes in the inflation rates that would have taken place if the G7 countries were 
subject to common shocks only. Based on these counterfactuals, we find that the 
response of output cycles to supply shocks is highly synchronised in the G7 coun-
tries. The transmission mechanisms also show important similarities for demand 
shocks, albeit to a lesser extent than the transmission mechanisms of supply 
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shocks. Furthermore, the output cycles are rather highly correlated when only 
common nominal shocks are allowed to occur; this correlation declines when 
countries are exposed to both supply and demand shocks. Transmission mecha-
nisms of shocks to inflation growth are generally less synchronised than shocks to 
output cycles.  

In a further step, we estimated a set of bivariate structural VAR models which 
contained the euro area aggregate together with one of the Member States. In turns 
out that the high correlations of euro area business cycles are a reflection of struc-
tural similarities with respect to the propagation mechanisms of business cycle 
shocks. Differences among Member States’ output cycles are primarily attributa-
ble to shock asymmetry. But we also find common fluctuations to be present and 
these components have been a relevant driving force for the cycles of Belgium, 
France, Italy, Luxembourg and the Netherlands in the past. The share of gaps in 
inflation rate growth that is attributable to euro area shocks has been decreasing 
steadily in Austria, Belgium, Germany, Spain, France, Italy, the Netherlands and 
Portugal since the beginning of this decade. Moreover, this share has typically 
been low in Finland, Ireland and the Netherlands. Again, inflation dynamics seem 
to rather have their roots in country-specific fluctuations than in common sources.  

To summarise, our shock and propagation analyses arrive at diverse findings 
with regard to the sources of business cycle similarity. Common shocks alone are 
not capable of explaining the cyclical correlation patterns of the G7 and euro area 
countries. At the same time, differences in responses to common and idiosyncratic 
shocks are not very pronounced in the euro area, which can be discerned as a sign 
of structural similarity. 



 

6 Summary and Policy Implications 

Over the decades before the financial crisis, a convergence in business cycles and 
a decline in output volatility has been witnessed in all major industrialised coun-
tries. Hence, it is difficult to identify a specific “euro effect” among the broader 
business cycle convergence that has occurred. The empirical analyses indicate a 
high level of business cycle co-movement in the euro area Member States. How-
ever, the hypothesis that the introduction of the common currency in 1999 has in-
creased business cycle synchronisation cannot be confirmed. Among the euro area 
countries, business cycle correlation rose in the run-up to the implementation of 
Stage 3 of EMU, i.e. in the period from 1993 to 1998. Afterwards, no further in-
crease in co-movement can be seen. Yet at the same time, it is unquestionable that 
there is also no tendency toward decreasing synchronicity. Consequently, we find 
no evidence that the implementation of a common currency and monetary policy 
has had adverse effects on the dispersion of output gaps in Member States. 

Our analysis of business cycle volatility and synchronisation of a possible en-
larged euro area, comprising the group of non-euro-12 EU-27 countries and a 
group of non-EU countries, reveals that the global pattern of business cycle vola-
tility and synchronisation with the global business cycle may play an important 
role for the euro area. This implies that the business cycle dynamics of the euro 
area can only be accurately analysed by taking both internal euro area and external 
global factors into account. However, countries outside the euro area exhibit, on 
average, a lower synchronisation of their business cycles with the euro area on the 
whole than current euro area members, while only few selected countries have be-
come more synchronised with the euro area over time. This applies particularly to 
the current EU Member States, especially from Central and Eastern Europe, that 
have not yet introduced the common currency. Hence, further enlargements of the 
euro area might lead to more divergence of business cycles, rendering an adequate 
common monetary policy all the more difficult. 

This view is also supported by the results of a cluster analysis. A certain core-
periphery pattern is found. On average, the business cycles of the countries located 
in the centre of the current euro area are more synchronised than the business cy-
cles of the countries located at the periphery. This basic conclusion can be drawn 
from the descriptive picture that relies on correlation-based measures of cyclical 
similarity. A drawback is that our broad measures of business cycle congruence 
hide important sources of synchronicity related to the composition of common and 
structural shocks. Policies rather than markets should be utilised to bring output 
back to equilibrium in cases in which business cycle co-movement is largely at-
tributable to common shocks on real economic activity. Differences in the trans-
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mission mechanisms of shocks may be related to dissimilarities in economic struc-
tures, but they also reflect disparities in the reaction of prices and wages to adjust-
ing supply and demand levels. Market rigidities that inhibit a rapid adjustment of 
output to its equilibrium level are barriers which prevent an increase in the resili-
ence of an economy, i.e. the degree to which it can absorb the initial impact of a 
shock and the speed with which it rebounds to trend growth.  

We examined the role of structural shocks and the similarity of transmission 
mechanisms in the G7 countries with the aid of structural VAR models. Our re-
sults show that in each G7 country the variance in output cycles is explained main-
ly by supply shocks, whereas demand and nominal shocks seemed to have had on-
ly minor effects in the past. While the output cycles of G7 countries respond 
differently to common shocks, this is not that important in explaining the overall 
observed correlation of output cycles. Therefore, business cycle synchronisation 
among the G7 countries does not seem to be solely driven by common global fac-
tors. We do, however, find similarities in the reaction of the G7 countries to 
shocks. Based on a counterfactual analysis, which is feasible after estimating and 
identifying the shock components, we find that the response of output cycles to 
supply shocks is highly synchronised in the G7 countries. The transmission mech-
anisms also show important similarities in the face of demand shocks, albeit to a 
lesser extent than the transmission mechanisms of supply shocks. Additionally, if 
only common nominal shocks occur, the output cycles are usually rather highly 
correlated, but less strongly than in the case of supply and demand shocks. Trans-
mission mechanisms of shocks to inflation are generally less synchronised than 
the propagation of shocks to output cycles. This is in line with the observation that 
output cycles have historically always shown stronger correlation than changes in 
the inflation rate. In the absence of exchange rates, inflation differentials may be 
less of concern since they frequently reflect adjustments in competiveness that are 
taking place between the member countries of the currency union. 

We also investigated the heterogeneity of business cycle dynamics within the 
euro area by estimating a set of bi-variate structural VAR models, each of which 
contained the euro area aggregate along with one of the Member States. It turns 
out that the high correlations of euro area business cycles are a reflection of struc-
tural similarities with respect to shock propagation mechanisms. Differences be-
tween Member States’ output cycles are primarily attributable to shock asym-
metry, implying that country-specific exogenous sources are important in 
explaining cyclical variations. But we also find common fluctuations to be pre-
sent, and these components have been a relevant driving force in the past for the 
cycles of Belgium, France, Italy, Luxembourg and the Netherlands. The share of 
euro area shocks to the inflation rate growth gaps has been steadily decreasing for 
most Member States since the beginning of this decade; for other Member States, 
it has always been low. Again, inflation dynamics seem to have their roots in 
country-specific fluctuations rather than in common sources. Taken together, our 
shock and propagation analyses arrive at diverse findings with regard to the 
sources of business cycle conformity. Common shocks alone are not capable of 
explaining the cyclical correlation patterns of the G7 and euro area countries. At 
the same time, differences in responses to common or idiosyncratic shocks are not 
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very pronounced in the euro area, which can be seen as a sign of structural similar-
ity.  

Consistent with some earlier evidence, we find that trade integration has lost 
importance in the recent post-EMU period, while financial integration has gained 
considerable importance, such that it now appears to be a relevant driving force 
behind business cycle synchronisation. This finding is robust under the use of a 
number of different measures of financial integration and provides evidence that 
the ongoing process of economic integration and globalisation so far seems to 
have been mostly supportive of synchronisation in the euro area. Assuming that 
the process of economic and financial integration continues into the future, this 
would entail a further increase in business cycle synchronisation, in turn enhanc-
ing the viability of a common monetary policy. An additional implication is that 
when assessing the suitability of potential entrants to the euro area, a wide array of 
indicators should be considered, particularly the indicators of economic and finan-
cial integration that were the focus of this study. The convergence of fiscal policy, 
inflation rates and long term interest rates, which are the focus of the current con-
vergence criteria, are not the only relevant parameters for assessing the suitability 
of a country for euro area accession. 

The topic of structural reforms currently holds a prominent place in policy de-
bates across the EU. Considerable efforts have been undertaken to delineate and 
quantify structural reforms and to estimate and model the effects of structural re-
forms on economic growth and business cycles. In the Lisbon Strategy, the Euro-
pean Union has laid out an extensive reform and innovation agenda. The Lisbon 
Strategy was devised first and foremost to enhance medium-term growth and em-
ployment prospects in EU countries but may also contribute to greater cyclical 
correlation. In the present study, cross-country similarities between labour and 
product market institutions as well as reforms thereto are found to support busi-
ness cycle co-movement. Furthermore, we find that the implementation of struc-
tural reforms increases the resilience of economies to exogenous shocks and con-
tributes to reducing the time needed to return to potential growth in the aftermath 
of shocks. 

Structural reforms can create their own momentum as reforms in one area can 
highlight the need for reforms in other areas. In addition, the adequate combina-
tion and sequencing of reforms can increase their political acceptability. Interna-
tional spillovers play an important role, since reforms in one country may affect 
neighbouring countries in various ways. Reforms can provide neighbouring coun-
tries with insights into the effects of reforms (i.e. learning effects), as well as pub-
licly highlight a need for reforms. When undertaking structural reforms, fiscal 
flexibility is very important. It is needed to cover any short-run additional gov-
ernment spending or changes in tax revenues that may occur. This suggests that it 
is easier to carry out structural reforms when a country's fiscal position is sound. 
While the need for structural reforms may be only felt clearly in times of reces-
sions, it is easier to implement them in more advantageous macroeconomic condi-
tions, especially in a period of economic recovery after a recession. This observa-
tion follows the reasoning that political support might be difficult to garner in 
recessionary periods.  





 

7 Appendix 

7.1 Data description and sources 

Table 45. Countries mnemonics 

Euro area Rest of EU Other countries 
Id Country id Country id Country 
Aut Austria bul Bulgaria aus Australia 
Bel Belgium cyp Cyprus can Canada 
Deu Germany cze Czech Republic che Switzerland 
Esp Spain dnk Denmark isl Iceland 
Fin Finland est Estonia jpn Japan 
Fra France gbr United Kingdom kor Korea 
Grc Greece hun Hungary mex Mexico 
Ire Ireland lat Latvia nor Norway 
Ita Italy lit Lithuania nzl New Zealand 
Lux Luxembourg mal Malta tur Turkey 
Nld Netherlands pol Poland usa United States 
Prt Portugal rom Romania   
  slo Slovakia   
  slv Slovenia   
  swe Sweden   
 

Table 46. Variable definitions 

Var Variable name Unit Sources1 
vgdp Real Gross Domestic Product  1,2 
gdp Nominal Gross Domestic Product mio. domestic 

currency , seas. 
adj.  

1,2,3 

Et Total employment 1000  1,2 
exch Exchange rate euro per local 

currency 
1 

Gap Output gap % 2 
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gdpvtr Potential output, total economy 
volume 

mio. national 
currency 

2 

indpro Industrial production index 1,2,3 
Irl Interest rate, long-term % 2 
Irs Interest rate, short-term % 2 
Nlg Net lending, government % 2 
primnlg Primary government balance % 2 
debt Debt level, general government % 2 
canlg Cyclically adjusted net lending, 

government 
% 2 

caprimnlg Cyclically adjusted primary gov-
ernment balance 

% 2 

Fow Freedom of the world, Fraser Insti-
tute 

Index  

Pcp Deflator, private consumption Index 2 
pdty Labour productivity of the total 

economy 
Index 2 

Ulc Unit labour costs Index 1 
Unr Unemployment rate % 1,2 
Ypg Current disbursements, government bln national 

currency 
2 

Yrg Current receipts government bln national 
currency 

2 

Cap Capacity utilisation ratio Index 1 
Wr Wage rate (business sector)  2 
pgdp GDP deflator  index 1,2,3 
trade Bilateral trade current US$ 3 
1: Eurostat (1), OECD Database (2), IMF International Financial Statistics (3). 

Table 47. The Nickell-Nunziata database, source: Nickell (2006) 

Var Description Unit Range 
Ep Employment protection time varying variable 

from 1960 to 1995 provided by Blanchard und 
Wolfers (2000), each observation taken every 5 
years. This series was built chaining OECD data 
with data from Lazear (1990). Note that the 
OECD data, used from 1985 onward, are con-
structed on the basis of a more extensive collec-
tion of employment protection dimensions com-
pared to the data used by Lazear. This dataset 
includes an interpolation of the Blanchard and 
Wolfers series, readjusted in mean. Range is in-
creasing with strictness of employment protec-
tion.  

index {0,2} 
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Epl Employment protection legislation data from the 
OECD labour market statistics database using 
version 1 of the indicator: the strictness of em-
ployment protection legislation. This series is ex-
tended back as a constant equal to the earliest 
available observation as long as the above ep in-
dex is constant then extended such that the per-
centage change in ep and epl is the same. 

index {0,2} 

Epl_allard Employment protection legislation series taken 
from Allard (2005a). This series uses the OECD 
methodology.  

index {0,5} 

udnet Union density is Union member-
ship/Employment and was calculated using ad-
ministrative and survey data from the OECD la-
bour market statistics database.  

%  

udnet_vis This series takes udnet and extends it by splicing 
in data from Visser (2006). 

%  

Uc_ochel Union coverage refers to the number of workers 
covered by collective agreements normalised on 
employment. In this case the data were collected 
by Wolfgang Ochel. Further details may be 
found in Ochel (2001).  

%  

Uc_oecd Union coverage data taken from the OECD 
(2004), table 3.3. Where + appears next to a fig-
ure, 3 was added. 

%  

Uc This series was constructed as an interpolation of 
both the uc_Ochel and the uc_oecd data and rep-
resents the longest series available. 

%  

Co This index is constructed as an interpolation of 
OECD data on bargaining coordination. It in-
creases with a higher degree of coordination in 
the bargaining process on the employers’ as well 
as the unions’ side. The resulting series were 
matched with the data provided by Belot and 
Van Ours (2000). 

index {1,3} 

Co_oecd This is an index of bargaining coordination taken 
from OECD (2004). It increases with a higher 
degree of coordination in the bargaining process 
on the employers’ as well as the unions’ side.  

index {0,5} 

Co_oecd_int As co_oecd but interpolated taking the figure 
given in the table as the middle number of the 
five year period. 

index {0,5} 

cow This is an index of bargaining coordination taken 
from Ochel (2000). Based on data reported in 
OECD (1994), (1997), Traxler and Kittel (2000), 
Wallerstein (1999), Windmuller et al. (1987) and 

index {1,3} 
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Bamber and Lansbury (1998). 
cow_int As cow but interpolated. index {1,3} 
ce_oecd This is an index of bargaining centralisation tak-

en from OECD (2004), table 3.5. It is increasing 
with a higher degree of centralisation.  

index {0,5} 

ce_oecd_int As ce_oecd but interpolated. index {0,5} 
cew This is an index of bargaining centralisation tak-

en from Ochel (2000). 
index {1,3} 

cew_int As cew but interpolated. index {1,3} 
brr1 Gross benefit replacement rates data are provided 

by OECD with one observation every two years 
for each country. In this case the data refer to the 
first year of unemployment benefits, averaged 
over three family situations and two earnings 
levels. The benefits are a percentage of average 
earnings before tax. 

%  

brr23 Gross benefit replacement rates data are provided 
by OECD with one observation every two years 
for each country. In this case the data refer to the 
second and third years of unemployment bene-
fits, averaged over three family situations and 
two earnings levels. The benefits are a percent-
age of average earnings before tax. 

%  

brr45 Gross benefit replacement rates data are provided 
by OECD with one observation every two years 
for each country. In this case the data refer to the 
fourth and fifth years of unemployment benefits, 
averaged over three family situations and two 
earnings levels. The benefits are a percentage of 
average earnings before tax. 

%  

bd Benefit duration index constructed as bd = 
0.6*brr23/brr1 + 0.4*brr45/brr1. This captures 
the level of benefits available in the later years of 
unemployment period relative to those available 
in the first year. 

%  

brrl This index is constructed as brrl = bd*brr1 and 
captures the benefit replacement rate in later 
years. 

%  

brr_oecd These are original benefit replacement rates data 
published by the OECD. It is defined as the aver-
age across the first five years of unemployment 
for three family situations and two money levels 
taken from 
www.oecd.org/els/social/workincentives and in-
terpolated. 

%  

nrw Alternative series describing unemployment ben- %  
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efits by Gayle Allard. The author develops a new 
indicator for unemployment benefits which com-
bines the amount of the subsidy with their tax 
treatment, their duration and the prerequisites in 
order to collect them. See Allard (2005b) for fur-
ther details. 

hpy Average actual annual hours worked per person 
in employment taken from OECD labour market 
statistics database. The data refer to full year 
equivalent workers. 

  

almp Expenditure on Active Labour Market Policies as 
a percentage of GDP. Data for 1980, 1989, 1993 
and 1998 taken from OECD (2001), table 1.5 and 
interpolated. 

%  

almp_unem Expenditure on Active Labour Market Policies 
divided by the Unemployment Rate. This can be 
rewritten as Expenditure on Active Labour Mar-
ket Policies per unemployed individual normal-
ised on GDP per member of the labour force. 

  

regref The OECD indicators of regulatory reform sum-
marise regulatory provisions in seven non-
manufacturing sectors: telecoms, electricity, gas, 
post, rail, air passenger transport and road 
freight. The regref indicators have been estimat-
ed over the period 1975 to 2003. The regref indi-
cators cover sectors in which anti-competitive 
regulation tends to be concentrated, given that 
manufacturing sectors are typically lightly regu-
lated and open to international competition in 
OECD countries. The range is increasing in regu-
lation. 

index {0,6} 

pmr Overall Product Market Regulation indicator 
from Conway et al (2005), table 24. The indica-
tor summarises information on 139 economy-
wide or industry specific regulatory provisions. It 
is only available from 1998 to 2003 and interpo-
lated. 

index {0,4} 

adminr Administrative Regulation indicator from Con-
way et al. (2005), table 24. It is only available 
from 1998 to 2003 and interpolated. 

index  

econr Economic Regulation indicator from Conway et 
al. (2005), table 24. It is only available from 
1998 to 2003 and interpolated. 

index  

t1 The employment tax rate is ESS/(IE-ESS) with 
ESS equal to the employer social security contri-
butions and IE equal to total compensation for 

%  
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employees. ESS is available from the OECD Na-
tional Accounts detailed tables and IE from 
OECD Revenue Statistics. 

t2 The direct tax rate is DT/HCR with DT equal to 
income tax plus employees’ social security con-
tributions and HCR equal to household current 
receipts. Figures for income tax and employee 
social security contributions were taken from 
OECD Revenue Statistics. HCR was taken from 
OECD National Accounts directly for pre-1990 
and was calculated as the sum of compensation 
of employees, property income, social contribu-
tions and benefits and other current transfers for 
post-1990. 

%  

t3 The indirect tax rate is (TX-SB)/CC with TX 
equal to indirect taxes, SB equal to subsidies and 
CC household final expenditures. All three were 
taken from OECD National Accounts. 

%  

tw The Tax Wedge is equal to the sum of the em-
ployment tax rate, the direct tax rate and the indi-
rect tax rate. 

%  

tw_nicol Average effective tax wedge. Ex-post wedge 
computed from national accounts taken from Ni-
coletti institutions data. 

%  

7.2 Frequency Domain Analyses 

The spectral representation or Cramer’s representation of a covariance-stationary 
process ty  is given by 
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    (24) 

in which i  is the imaginary unit defined as ii  ,   is the frequency meas-
ured in radians over the range from -π  to π  and  )dz(   are complex orthogo-
nal increments with variance )(S y  ; the latter is also denoted as the spectrum of 
the series. The spectral representation says that the process is an infinite sum of 
waves of different frequencies, each having a random amplitude. The spectrum is 
computed as follows26 
 

                                                           
 

26  E.g. Hamilton (1994), Chapter 6. 
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  jy (j)γ  is a sequence of autocovariances. In the same manner, the cross-
spectrum of two processes ty  and tx  is defined as 
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in which case   jyx, (j)γ   denotes the sequence of cross-covariances between the 
two variables. The cross-spectrum is, in general, complex valued and can be de-
composed in a real and an imaginary part 
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where )(CO yx,   is the cospectrum which represents the covariance between the 
in-phase components of the two variables. )(QU yx,   is called the quadrature 
spectrum and represents the out-of-phase components of the two variables. 

Equations (25), (26) and (27) provide us with all the information needed to 
compute coherence, phase effects and dynamic correlation. Coherence is equal to 
squared coherency and defined as 
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in which )(C yx,   denotes coherency. Coherence measures the correlation be-
tween the components of two series at different frequencies but disregards the 
phase effects.  

The phase effect )(Ph yx,   can be measured with the aid of the cospectrum and 
the quadrature spectrum by the following relation 
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The phase effect in time units is simply  )/(Ph yx, .  
Lastly, dynamic correlation, which takes the phase differences of two processes 
into account, ranges between -1 and 1 and is given by  
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Since we are not interested in the values of our measures at every frequency, but 
only on the frequencies that are dominant or that account for the most important 
fluctuations in the cycle, we follow Azevedo (2002) and compute mean coher-
ence, mean phase effect and mean dynamic correlation.  

Mean coherence is estimated over the frequency band that contains the most 
dominant frequencies between two cycle series and computed as 
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in which xm,  and ym,  correspond to frequencies at which the spectrum of the 
cycles has a peak, )(H yx, ˆ is the estimated coherence and  is the length of a 
small interval which we set at / 25 . If mean coherence is high, then the major 
movements in one cycle series are highly correlated with the major movements of 
the other’s cycle series. 

In a similar manner, mean phase effects and mean dynamic correlation are 
computed: 
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where in the latter case the frequency band is 
 Δ)max(Δ,)min(Λ m.ym.xm.ym.x   . 
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