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1 Introduction 

1.1 Motivation 

Company valuation is one of the most important tasks of financial analysts, invest-
tors, consultants, and managers. It not only provides the basis for their decision to 
purchase or sell whole companies or shares of a company. It is also indispensable 
for the application of a sound value based management and successful restructur-
ing. However, the process of valuing a company is complex and not standardised 
at all. There are many different interpretations of what “value” means, and there 
are many different approaches to determine this value. The valuation approach 
that enjoys the most widespread popularity in theory and practice is the direct 
valuation approach, which is based on the net present value concept. The dis-
counted cash flow method is an example for this approach. However, in order to 
better deal with project flexibility it is sometimes proposed to apply a real options 
approach. This approach shares high reputation amongst theoreticians and is sub-
ject to a vast range of academic papers, but so far it is of almost no importance in 
valuation practice. The direct opposite of real options valuation – in terms of 
popularity amongst academics and practitioners – is the relative valuation ap-
proach. While this approach is of paramount relevance in real world valuations, 
literature generally dislikes it and calls it a “quick and dirty method of valuation” 

(Benninga and Sarig, 1997: 330) that lacks theoretical foundation. Comparable 
company valuation is a variant of relative valuation. It is based on the principle of 
arbitrage and values companies based on how other, similar companies are valued. 
If these similar companies are publicly listed, then the valuation method is called 
the market approach to comparable company valuation. 

The wide recognition of the market approach to comparable company valuation 
amongst practitioners has three causes. First, it is easy to use. In fact, once compa-
rable companies and the valuation model are chosen, the application is straight-
forward and does not require any specific skills. Second, comparable company 
valuation relies on existing market prices of companies. Therefore, no explicit 
forecasts of the cash flow development of the valuation objective are necessary. 
Moreover, comparable company valuation better reflects the current mood of the 
market than direct valuation approaches. Third, a relative valuation is easier to 
present to clients and customers than direct valuations. 

In contrast, there are also three crucial reasons for the lack of academic accep-
tation of comparable company valuation. The first reason is a purely technical one. 
Comparable company valuation requires certain valuation circumstances that di-
rect valuation approaches do not (necessarily) require. In particular, these circum-
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stances are a set of companies that are similar to the valuation object and a func-
tioning market that fairly prices these comparable companies. In this context, op-
ponents of the comparable company valuation approach point out that the stock 
market is far from being perfectly efficient and that it is hardly possible to find 
two identical companies (not to mention the problem of finding more than two 
equal companies). The second reason is rather ideological in nature. Comparable 
company valuation is often accused of being a static investment approach that 
does not conform to basic valuation principles because of a lack of future orienta-
tion.1 The third reason concerns the concrete application of comparable company 
valuation models. Because of the trade-off between easy-to-handle valuation mod-
els and the difficulty of properly determining the input factors, comparable com-
pany valuation risks suffering from a “garbage in – garbage out” problem. To put 
it more precisely, comparable company valuation models can be easily used but 
even more so, easily misused (see e.g. Damodaran, 2002: 453). 

These two different attitudes make comparable company valuation one of the 
most controversial valuation approaches. While conflicting standpoints of theory 
and practice are nothing unusual in finance2, it seems that – with regard to the at-
tempt to bridge the gap between these two positions – the potential is not tapped to 
its fullest extent here. In fact, most theoretical research sticks to formal discus-
sions. Valuation models are typically judged by the plausibility of their assump-
tions, not by their ability to accurately value companies. One of the biggest prob-
lems in this context is that the forecasting challenges – which are inherent in every 
valuation approach – are often suppressed in the discussions.3 Consequently, still 
little is known about the differences of forecasting requirements between different 
valuation approaches and how forecasting problems can be reduced. As a conse-
quence, most theoretical research is limited in terms of its usefulness to investors 
since it cannot serve as a guideline in valuation practice (see also Born, 1995: 7-9; 
Bernard, 1989: 87-91). The empirical literature does not add much to reduce this 
discrepancy, either. Of course, recently some studies have well contributed to a 
better understanding of how comparable company valuation functions (see e.g. 
Herrmann, 2002; Richter and Herrmann, 2002; Liu et al., 2002; Bhojraj and Lee, 
2002; Baker and Ruback, 1999; Beatty et al., 1999). However, their number is few 
and they rarely render concrete advice for how to deal with real world valuation 
problems. 

What is especially noticeable is the lack of differentiating research (both theo-
retical and empirical), i.e. research that considers that valuation models cannot 
reasonably be applied for every company and in every valuation situation, or re-

                                                           
1  For a list of academic criticism of comparable company valuation, see Peemöller et 

al. (2002: 199-201).  
2  Just think about the severe theoretical criticism of the Capital Asset Pricing Model 

(see e.g. Hering 2003: 283-296) which could not prevent that this model is by far the 
most popular tool to determine the cost of equity in real world direct valuations. 

3  A good forecast is at least as important as a reasonable valuation model. Lee (1999: 
414) states in this context that the “essential task in valuation is forecasting. It is the 
forecast that breathes life into a valuation model”. 



1.2  Research Aims      3 

search that analyses which valuation model is best to use under certain circum-
stances.4 This non-existent situational research is a major obstacle in better under-
standing the whole comparable company valuation process, and one of the main 
reasons for practitioners’ low acceptance of academic findings. 

1.2 Research Aims 

The purpose of the research presented here is to contribute to the literature by pro-
viding a systematic study on the nature and significance of the market approach to 
comparable company valuation from a German perspective. Due to the variety of 
unresolved issues in comparable company valuation, this study does not address 
one big research question but rather several smaller questions. The answers to 
these questions should – as a whole – help draw a more complete picture of the 
comparable company valuation process. Light will be shed on comparable com-
pany valuation from both a theoretical and empirical perspective. The empirical 
part consists of three smaller surveys amongst financial analysts and institutional 
investors, and of a broad econometric study. In spite of the sometimes rather for-
mal proceeding (both in the theoretical and the empirical part) special emphasis is 
on economic content and usefulness to practitioners. In order to ensure this use-
fulness to the practice, a differentiated proceeding is sometimes necessary. This 
especially means that many aspects should be discussed, analysed and empirically 
tested dependent on different valuation circumstances. By doing this, concrete ad-
vice can be given to appraisers on how to behave under these valuation circum-
stances. It is important to notice that while the theoretical part of this examination 
concerns all facets of the comparable company valuation process – selection of 
comparable companies, valuation model choice, application range etc. – the focus 
of the empirical part is clearly on valuation model choice. 

 
The following five batteries of questions will be addressed in this study: 
 

• How does comparable company valuation fit into the business valuation fra-
mework? What is the link to other valuation approaches? What is the applica-
tion range of comparable company valuation? 

• What are the determinants of the two main tasks in comparable company valua-
tion (the selection of comparable companies and the valuation model choice)? 
How can appraisers interpret the influence of these determining factors? How 
can they deal with changes in these determinants? 

• What are the implications and problems associated with classical single-factor 
comparable company valuation models (such as the price-earnings ratio)? What 
forecasts are necessary in order to adequately apply these models? 

                                                           
4  Some of the rare examples are provided by Kim and Ritter (1999) who analysed the 

aptitude of multiples in the pricing of Initial Public Offerings, and Gilson et al. (2000) 
who examined the valuation of bankrupt firms. 
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• Can multi-factor models (i.e. models that make use of more than one account-
ing reference variable) help overcome some of the problems associated with 
single-factor models? How do the two accounting variables book value of eq-
uity and earnings interact in comparable company valuation? What determines 
the relative valuation roles of book value and earnings? 

• What determines the height of the multiples at which companies trade? 

1.3 Reading Guide 

The study as a whole is divided into six chapters. After the general introduction 
provided here, chapter 2 presents the foundations of comparable company valua-
tion, and discusses how this approach fits into the business valuation framework. 
Part of this chapter is an overview of different value theories, the relationship be-
tween the terms “value” and “market price”, the links between comparable com-
pany valuation and other valuation approaches, as well as the application range of 
comparable company valuation. Additionally, some special issues in comparable 
company valuation – such as the requirements concerning the quality of account-
ing variables, the aggregation of valuation ratios and the use of premiums and dis-
counts are discussed. 

Chapter 3 provides a detailed analysis of the two main tasks in comparable 
company valuation – the selection of comparable companies and the valuation 
model choice – as well as of their determinants. It is shown that the degree of 
similarity of comparable companies and the degree of capital market efficiency 
crucially impact the comparable company selection process. Likewise, the value 
relevance of the accounting reference variables, the future similarity of companies 
and potential technical restrictions of valuation models are presented as determi-
nants of the valuation model choice. The chapter closes with an explanation of 
why comparable company valuation should be understood as an integrated process 
in which all tasks must interdigitate.  

Chapter 4 describes the comparable company valuation process for three kinds 
of models: immediate, single-factor and multi-factor models. The chapter also 
contains a presentation of common mistakes in the use of comparable company 
valuation and of the major shortcomings and problems associated with single-
factor models. The main emphasis of this chapter is on the derivation of a two-
factor comparable company valuation model based on book value of equity and 
earnings, which aims at overcoming some of the problems associated with single-
factor models. Most contents of chapter 4 – along with some parts of chapter 3 – 
are based on the author’s research paper How Fundamentals Drive the Equity 
Value (Meitner, 2004). 

Chapter 5 covers the empirical examinations of value relevance and pricing ac-
curacy. The value relevance study analyses the appropriateness of different valua-
tion models under the assumption that there is no lack of perfectly comparable 
companies. In addition to some well known econometric models, an innovative 
approach called the matching estimator is applied in this analysis in order to over-
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come a selection bias problem. This approach originally comes from labour mar-
ket research, and has not often appeared in financial research literature before. The 
pricing accuracy study investigates the historical performance of the two-factor 
model that was derived in chapter 4 as compared to some single-factor and simple 
multi-factor models. 

Finally, some concluding remarks are formulated in chapter 6. This chapter 
summarises the most important findings with regard to comparable company 
valuation, and contains implications for future research. 
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2 Foundations of Comparable Company Valuation 

2.1 Definitions and Scope 

The objective of business valuation is to assign a value to a company. In this con-
text, the term “value” should be understood as the degree of utility that a (poten-
tial) investor gains from owning a company (see Muenstermann, 1970: 11; Mox-
ter, 1983: 128; Seppelfricke, 2003: 1). The company for which the corporate value 
is determined is known as the target company or simply the target. One thing all 
types of business valuation have in common is that they are performed from the 
perspective of one of two typical sides of a transaction: the buy-side and the sell-
side. From the (potential) buyer’s perspective, the value of a company can then be 
seen as the upper limit of his readiness to pay for that company. From the (poten-
tial) seller’s perspective, the value of a company can be seen as the lower limit of 
what he wants to get for that company.5 Consequently, the process of valuing a 
company is also to determine potential prices for a company (see Peemöller, 
2005a: 3). 

Business valuation is not restricted to determining the value of a whole com-
pany. It is also a reasonable tool to value an interest in (i.e. shares of) a company. 
Regarding the scale of corporate assets that can be valued, there are basically two 
types of company valuation. First, “enterprise valuation” denotes the process of 
valuing a company as a whole, i.e. to determine the value that belongs to all capi-
tal providers. Second, “equity valuation” characterises the process of valuing the 
part of a company that belongs only to the shareholders. The equity value of a 
company can be directly calculated by focusing on value components that are 
relevant only for owners of the company, or indirectly by subtracting the value of 
non-equity capital from the enterprise value of the company. 

To accurately perform company valuation, appraisers have to comply with cer-
tain basic requirements (see Peemöller, 2005a: 3): 
• Valuation must be future-oriented: Only benefits that will be earned in the fu-

ture are value relevant (see Muenstermann, 1970: 21). 
• Provision for all components that affect utility: Valuation should not be re-

stricted to financial goals; everything that raises utility should be taken into ac-
count. 

                                                           
5  See Casey (2000: 2) the terms “buyer” and “seller” include those market participants 

that are not actively involved in transactions but that benefit from the buyer or the 
seller, respectively. 
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• Provision for uncertainty about the future: Forecasting models should ade-
quately consider chances (upside potential), but also dangers (downside risk) 
concerning the future development of corporate profits. 

• Investor orientation: The appraiser has to take into account for whom and in 
which situation the valuation should be performed (see Moxter, 1983: 23-32). 

 
Financial theory uses several techniques to determine corporate values that 

widely conform with these requirements. Along with those approaches that are 
based on net present value models (also known as direct valuation approaches) 
and those that are built on option pricing theory (also known as contingent claim 
valuation approaches) literature names relative valuation – and especially compa-
rable company valuation – as the third general approach.6 This latter approach is 
based on the principal of arbitrage that says that all substitutes should sell for the 
same price (see Gerke and Bank, 2003: 270-271). Thus, the comparable company 
valuation (CCV) approach values target companies based on how investors value 
similar companies. 

From a methodical perspective, CCV can be divided into three different vari-
ants: immediate CCV, single-factor CCV and multi-factor CCV. Immediate CCV 
describes the process of assigning a value to a target company based on perfect 
substitutes. Due to the scarcity of totally equal or almost equal companies this ap-
proach has little relevance in practical valuation settings. 

Single-factor CCV has significantly lower requirements concerning the similar-
ity of the comparable companies because it uses a linking factor that settles minor 
differences between the comparable companies and the target company. The sin-
gle-factor approach proceeds in two steps: In the first step the value of a compara-
ble company or the average value of a set of comparable companies has to be ex-
pressed as a multiple of a certain – mostly accounting based – basis of reference 
(such as earnings, EBITDA, sales, etc.) in which the companies differ. In the sec-
ond step this derived multiple is applied on the respective basis of reference of the 
target company. This approach – also known as valuation using multiples – covers 
the most widely used CCV models. 

Multi-factor CCV resembles the single-factor approach in that it makes use of 
linking factors. The only difference is that multi-factor CCV is built on more than 
one linking factor and therefore on more than one basis of reference. Such multi-
factor CCV models can sometimes be found in equity research reports. However, 
there is no widespread use of this approach in practice. 

This work focuses on the most dominant approach to CCV: the market ap-
proach. The market approach (sometimes also called similar public company 
method) is characterised by the reliance on a set of stock exchange listed compa-
rable companies. One reason why the theoretical and the empirical part both 
strongly focus on that market approach is better data availability for stock listed 
                                                           
6  See Bhojraj and Lee (2002: 413-414); Damodaran (2002: 11). Especially in German 

literature asset-based valuation is seen as the fourth general valuation approach. This 
approach is, however, only used under certain valuation circumstances, see section 
2.2.3.4. 
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companies. Still, many of the discussions in the theoretical part and many of the 
results drawn from the empirical study may also be true for private non-listed 
firms. It is important to note that this study does not primarily focus on the ac-
counting or taxation aspects associated with CCV but rather on the economic as-
pects. 

2.2 Comparable Company Valuation Within the Business 
Valuation Framework 

CCV is often denoted as a simplified valuation approach (see Seppelfricke, 1999: 
301; IDW, 2000: 840; Behringer, 2002: 149; Wiehle et al., 2004: 42; Coenenberg 
and Schultze, 2002: 700), a “quick and dirty method of valuation” (Benninga and 
Sarig, 1997: 330) which is not applicable when determining the intrinsic value of a 
company (see Ballwieser, 1991: 58-60; Buchner and Englert, 1994: 1580; Ball-
wieser, 1997: 188; Olbrich, 2000: 458-459). Additionally, this approach is subject 
to a considerable amount of academic criticism, which says it goes against the ba-
sic principles of business valuation (see Wiehle et al., 2004: 42; Peemöller et al., 
2002: 199-201; Bausch, 2000: 452; Ballwieser, 1991: 62; Benninga and Sarig, 
1997: 331). Contrary to that, it is also described as one of the most popular meth-
ods in valuation practice (see Damodaran, 2002: 453-454; Löhnert and Böckmann, 
2005: 406-408; Nelles et al., 2001: 323; Fernandez, 2002; Kames, 2000: 58-60, 
100-101; Wichels, 2002: 146, 148; Duerr, 1995: 27; Kusterer, 2003: 99-100; 
Creutzmann and Deser, 2005: 2-4; Achleitner, 2004, EVCA, 2005: 13-18). Al-
though some recent studies try to explain or even bridge the gap between theory 
and practice (see e.g. Richter and Herrmann, 2002; Herrmann, 2002; Peemöller et 
al., 2002; Beckmann et al., 2003; Kaplan and Ruback, 1995; Baker and Ruback, 
1999; Kim and Ritter, 1999; Bhorjraj and Lee, 2002; Liu et al., 2002), some unset-
tled issues remain. Effectively, the mentioned trade-off is to some extent also due 
to a widespread uncertainty of how CCV fits into the overall business valuation 
framework. 

The following section should therefore give information with regard to the 
questions of how the results of the CCV approach (i.e. the appraisal value) can be 
interpreted and what this means for (potential) investors. Furthermore, the classifi-
cation below should help to better understand the relationship between CCV and 
other business valuation approaches. Finally, some light will be shed on the prac-
tical applicability of relative valuation approaches. 

2.2.1 Value Theories 

2.2.1.1 Theory of Objective Value 

According to the theory of objective value there is only one exclusive corporate 
value, which holds for all investors. To put it differently, value is purely a function 
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of the company’s economic potential but not of investors’ preferences (see 
Mellerowicz, 1952: 12, 59-60; Engels, 1962: 6-8; Muenstermann, 1970: 21-28; 
Moxter, 1983: 26-27; Künnemann, 1985: 10-25; Peemöller, 2005a: 4-5; Mandl 
and Rabel, 1997: 6. Jaensch, 1966: 6-8 argues in a similar vein). 

Correspondingly, this theory postulates that the upper limit of a (potential) 
buyer’s readiness to pay for a company exactly equals the lower limit of a poten-
tial seller’s price demand. As a result, the intersection of both positions is not a 
range of potential prices but only one price – the price that equals the objective 
value of a company. Thus, under this theory the terms “value” and “price” can be 
used interchangeably (see Jaensch, 1966: 7; Engels, 1962: 7; Muenstermann, 
1970: 12; Peemöller, 2005a: 4). 

A major problem is that this theory fails to explain why potential prices vary 
depending on the valuation circumstances and the type of investor (see Muenster-
mann, 1970: 12; Peemöller, 2005a: 4). Proponents of this theory claim that this 
failure is due to a lack of valuation competence of certain investors and the diver-
sity of valuation methods (see Mellerowicz, 1952: 61-62; Jaensch, 1966: 7). 

However, there is also no explanation as to why transactions should take place, 
because neither of the two participants (buyer or seller) in this transaction benefits 
from it (see Hering, 2000: 441). In the simplest case of a costless company trans-
fer, the respective wealth positions remain unchanged. Even worse, under the 
more realistic settings of existing transaction costs both participants would effec-
tively lose money. 

To defend at least part of the theory of objective value, it must be assumed that 
there is not only an objective company value but also personal, economic or stra-
tegic preferences of investors (e.g. synergies) beyond this objective value, which 
finally lead to different price expectations (see Kuennemann, 1985: 24-25, 44-52). 
In this context, one variant of the objective value is of special importance: The so-
called “objectified value” which is generally not observable but can serve as a ba-
sis of further adjustments.7 The Institut der Wirtschaftsprüfer in Deutschland e.V. 
(IDW – German Institute of Certified Public Accountants), an accounting body 
with voluntary membership, regards the objectified value as the stand-alone value 
of a company without consideration of planned but not yet implemented future in-
vestments or strategy changes (see IDW, 2000: 829-831, 836-837; Peemöller, 
2005a: 6). It is important that since the objectified value does not account for po-
tential synergy effects it is typically close to the value from the perspective of a 
(potential) seller and might therefore differ from the value seen from the perspec-
tive of a (potential) buyer.8 One advantage of this variant is that the objectified 

                                                           
7  Whether the objectified value can really be seen as a variant of the objective value is 

subject to many discussions. However, the classification seems to be reasonable here. 
8  See Moxter (1983: 27-28); IDW (2000: 829-830); with regard to listed companies in 

Germany the main field of applicance of the objectified value is the so-called 
“squeeze-out procedure”, pursuant to sections 327a et seq. of the German Stock Cor-
poration Law (Aktiengesetz). If a majority shareholder holds at least 95% of a com-
pany, the squeeze-out procedure permits him to acquire the shares of the minority 
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value manages to connect the theory of objective value with the theory of subjec-
tive value. 

Contrary to the German perspective, the Anglo-Saxon valuation theory regards 
the objectified value as the fair market value – a value that a typical average inves-
tor would assign to the company under average circumstances. Thus, considera-
tion of the impact of future investments and strategy changes is not categorially 
excluded; rather it depends on what the average investor expects (see Pratt et al., 
2000: 28-30). 

2.2.1.2 Theory of Subjective Value 

In contrast to the theory of objective value, the theory of subjective value particu-
larly emphasizes the investors’ perspective. According to this theory the company 
value is not unique but depends on the set of preferences and expectations of an 
investor (see Peemöller, 2005a: 6-7; IDW, 2000: 831; Moxter; 1983: 138-145; 
Engels, 1962: 8-10; Jaensch, 1966: 8-17; Künnemann, 1985: 25-29; Bonbright, 
1965: 128). Since preferences and expectations are highly subjective and therefore 
vary between investors, there might be as many different values for one company 
as there are valuations (see Jaensch, 1966: 9-10). Under this theory the company 
value is often called the “practical value” or “value in use”. 

The theory of subjective value is based strongly on the theory of economizing 
behaviour (expected-utility theory). It states that the basis for the evaluation of 
risky alternatives is the utility, i.e. the benefit or satisfaction that a decision maker 
expects from the choice of each of the alternatives. Thus, decision makers do not 
only focus on the monetary value of the alternatives’ pay-offs but also on the ex-
pected utilities of these payoffs (see von Neumann and Morgenstern, 1944; Luce 
and Raiffa, 1957; Moxter, 1983: 138-139; Varian, 1992: 94-108; Gwartney and 
Stroup, 1997: 11; Binger and Hoffmann, 1998: 511-521). The theory of subjective 
value is a generalisation of the expected-utility theory adjusted to the business 
valuation framework. More precisely, the subjective value theory suggests that in-
vestors value companies with respect to their personal degree of risk aversion, 
their personal tax situation and the alternative investments available to them (see 
Peemöller, 2005a: 6; Moxter, 1983: 23-24). 

The large number of possible values for one company along with the fact that 
there is usually only one market price implies that value and market price differ in 
the majority of cases. Effectively, the price is the result of a negotiation between 
buy-side and sell-side market participants based on the respective subjective com-
pany values (see Loistl, 1994: 313; Casey, 2000: 4). 

While methodically sound, the theory of subjective value has two shortcomings 
in valuation practice: First, a third party cannot retrace how the appraiser calcu-
lated the company value. In fact, the valuation process resembles a black box 
since many factors that determine the company value are hidden in the subjectivity 
of the appraiser (see Peemöller, 2005a: 7). Second, following this theory value de-
                                                                                                                                     

shareholders for cash compensation. The amount of this cash compensation, in turn, 
crucially depends on the objectified value of the company. 
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termination sometimes fails. The reason for this is that the theory of subjective 
value does not allow successful arbitration between conflicting parties with ex-
tremely different expectations (see Mandl and Rabel, 1997: 8). 

2.2.1.3 Theory of Functional Value 

The theory of functional value provides a different approach to overcome the 
drawbacks of the theory of objective value. Moreover, it tries to deliver a higher 
traceability of the valuation process for third parties.9 The most important aspect 
of this theory is that it partitions the reasons for company valuation into different 
functions. Along with some auxiliary functions – such as tax assessment or form-
ing of contracts – there are four main functions (see Peemöller, 2005a: 8; IDW, 
2000: 827; Sieben, 1983: 539-542): 

(1) Consultancy function10 

This function provides assistance either for the buy-side or for the sell-side. 
While the buyer wants to know the upper limit of his readiness to pay, the seller is 
interested in the lower limit of what he wants to get. Therefore the aim of the con-
sultancy function is to determine marginal prices based on which decisions can be 
made (decision values) (see Peemöller, 2005a: 8; Moxter, 1983: 13-14; Dru-
karczyk, 2003: 132; Hering, 1999: 3). Consequently, the main task is to establish a 
best-case scenario for the respective party. In this context it should be noticed that 
potential synergies and the potential effects of strategy changes are to be consid-
ered for buy-side consultancy. 

(2) Intermediation function 

Given that the marginal prices of both parties are known or can be externally 
determined, the intermediation function (also called arbitration function) aims to 
balance the different preferences fairly. To manage this task, arguments of both 
parties as well as personal estimations of the appraiser should be considered (see 
Matschke, 1976: 130-361, Drukarczyk, 2003: 132). It is important to note that it is 
only possible to find such an intermediate value if the marginal price of the buyer 
exceeds the marginal price of the seller.  

(3) Argument function 

The principal task of this function is to collect and disclose arguments that sup-
port the intention of one of the two parties. Usually, the goal is to either increase 
the amount a seller can get or to decrease the amount a buyer has to pay. Even if 
this function is also trying to influence the other side, great emphasis is placed on 
the accuracy of the valuation process. However, national and international accoun-

                                                           
9  The theory of functional value emerged from the so-called „Kölner Schule“, precur-

sors of this theory were Muenstermann (1970); Jaensch (1966); Engels (1962); 
Matschke (1976) and Sieben (1983). 

10  The consultancy function is also called “decision function”, see Hering (1999: 3). 
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tancy bodies do not consider this function compatible with accountants’ codes of 
profession.11 

(4) Neutral referee function 

This function – fulfilled by an independent financial expert (see ASA, 2002: 
34-35) – is closely connected with the accountancy profession. The IDW consid-
ers this function as one of the typical tasks of an accountant.12 The goal of the neu-
tral referee function is to value a company without any subjective influence, which 
in practice means to determine the objectified value of the company. However, in 
Germany this orientation towards the objectified value (in the sense of the IDW) is 
sometimes criticized because of the disregard for corporate development possibili-
ties due to a change in ownership (see Moxter, 1983: 27-28). 

2.2.2 Value Versus Price 

2.2.2.1 Nature of Price 

Like the price of any asset the price of a company is the amount of money that 
balances the different interests of the sell-side and the buy-side in a transaction 
(see Loistl, 1994: 313; O’Hara, 1995: 3; Gwartney and Stroup, 1997: 62-66; 
Boecking and Nowak, 1999: 170; Schultze, 2003: 16-17). It is determined by the 
relationship of the marginal prices of each side, the market participants’ relative 
power to negotiate, the negotiation strategy and the influence of third parties (e.g. 
auditors, consultancies, investment banks) (see Casey, 2000: 4). The market price 
of a company, i.e. the product of the price at which shares of the company are 
quoted on the stock exchange multiplied by the number of shares outstanding, 
however, differs a great deal from the price of a company as the result of bilateral 
negotiations.13 

The market price is a function of the decision values of each single investor 
(see Pratt et al., 2000: 31). It is a function of the market microstructure, market li-
quidity and informational market efficiency as well (see O’Hara, 1995: 3-6, 215-
250; Schwartz, 1993: 397-437; Casey, 2000: 6; Damodaran, 2001b: 141-146). 
Usually it does not depend on the relative negotiation power on either side, and 

                                                           
11  See IDW (2000: 827); Peemöller (2005a: 10-11). Regarding the problems of method-

ologically justifying the existence of argument values, see Drukarczyk (2003: 134). 
12  See IDW (2000: 827); a major difference between the neutral referee function and the 

intermediation function is that the neutral referee function does not necessary require 
an intersection between the decision values of the buy-side and the sell-side. This is 
especially important in dominated valuation settings, see Drukarczyk (2003: 133). For 
a distinction between dominated and un-dominated valuation settings, see Matschke 
(1976: 26-39). 

13  See Casey (2000: 141-203); for reasons of simplicity it is assumed here that the com-
pany is purely financed with equity. In literature, sometimes price and market price 
are seen as identical; see e.g. Herrmann (2002: 15). 
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third parties have no major influence on its determination.14 However, the assump-
tion incorporated into many theoretical models, that all market participants are 
price takers and therefore have no impact on market prices (see Copeland et al., 
2005: 147), does not precisely describe the way in which market prices are deter-
mined. In fact, because of minimum tick sizes the order of a single investor might 
not suffice to change the current market price. Nevertheless, this order moves the 
supply curve (in the case of a sell order) or the demand curve (in the case of a buy 
order) of the respective stock and therefore effectively influences the market price 
(see Demsetz, 1968: 33-53; O’Hara, 1995: 3-6). 

While market microstructure is the system of specific trading mechanisms and 
its impact on the price formation process, informational market efficiency refers to 
the degree to which information is reflected in prices. Market liquidity is a meas-
ure of how quickly investors can trade at prices that are reasonable for given sup-
ply/demand conditions (measure of marketability) and is closely related to market 
efficiency. Factors affecting market liquidity are the depth of the market (the 
amount of orders in the close neighborhood of the current market price), the 
breadth of the market (the volume of the best buy and sell order) and the resiliency 
(the ability of the market to restore temporarily biased share values due to order 
imbalances) (see Schwartz, 1993: 127; O’Hara, 1995: 215-250). 

2.2.2.2 Relationship Between Value and Price 

In German literature the term “market price” is sometimes seen as basically differ-
ent from the term “corporate value” (see Busse von Colbe, 1957: 10; Herrmann, 
2002: 15; a similar opinion is provided by Bausch, 2000: 457 and Hommel and 
Braun, 2002: 10-17), while in anglo-american, rather capital market-oriented lit-
erature, these two terms are often seen as broadly similar (see e.g. Arrow, 1964: 
91-96; Sharpe, 1964: 425-442; Olbrich, 2000: 458; FASB, 2002: 301; a more 
critical view is provided by Shleifer and Vishny, 1997: 35-55). However, a differ-
entiated analysis seems to be necessary to find out which position market prices 
have in relation to corporate values. For this purpose the further analysis starts 
with the assumption of a perfect capital market and then gradually loosens the 
strict assumptions until more realistic settings are reached. 

A perfect market should be defined as a market without frictions (no transac-
tion costs, no arbitrage costs, no taxes, assets are perfectly divisible and market-
able, no restrictions on shortselling), with perfect competition (all investors are 
virtual price takers15), with informational efficiency and utility maximizing indi-
viduals (see Copeland et al., 2005: 353-354; Gerke and Bank, 2003: 61; 
Hirshleifer and Hirshleifer, 1997: 410-411; Hirshleifer, 1958: 330; Fama and 
Miller, 1972: 21-22; Dothan, 1990: 20). Additionally, assuming that non-financial 

                                                           
14  It should be abstracted from the situation in which substantial stakes of companies are 

traded, e.g. in M&A-transactions or initial public offerings (IPOs). 
15  In general, in perfect markets all investors are factual price takers. However, based on 

this assumption no reasonable conclusions can be drawn concerning the relationship 
between value and price. That is why this strict assumption is abandoned here.  
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goals do not influence the valuation process of individuals, the differences in their 
expectations should be rather small. Thus, in such a market the resulting price 
would always equal the (subjective) decision value of a hypothetical, typical aver-
age-investor (see Pratt et al., 2000: 30-31; Prokop, (2003: 49). Consequently, in a 
(virtually) perfect market the majority of investor’s decision values can be ex-
pected to be close to the market price. Since each investor typically has a certain 
decision interval – i.e. a range of decision values (see Hering, 1999: 91) – the 
price determined in a (virtually) perfect capital market can serve as a decision 
value for many of these investors. This price can also be seen as an objectified 
value following the Anglo-Saxon interpretation (see Pratt et al., 2000: 28-30). 
Contrary to this, the price in a perfect market is not an objectified value in the 
sense of the IDW. The IDW interpretation is that the objectified value equates a 
seller’s value (see IDW, 2000: 831-832), while this price incorporates both sell-
side and buy-side expectations. It should be noted that this price does not equal the 
“objective value” either, since investors are only virtual price takers, and in fact 
have their own expectations which become manifest in their marginal prices.  

Loosening some of the strict assumptions and approaching the real capital mar-
ket settings gives rise to a weakening conformity between value and price. While a 
high degree of divisibility and marketability is given even in real capital markets 
(see Campell et al., 1997: 9; Prokop, 2003: 52), the existence of transaction costs 
and taxes can no longer be suppressed. However, transaction costs are not a dif-
ferentiating factor since they are part of every transaction. Additionally, if in a 
special valuation case transaction costs are assumed to deviate from the typical 
capital market transaction cost, an adjustment is easily possible. The provision for 
taxes also does not dramatically change the relationship between value and price. 
In Germany and most other developed nations companies have to pay corporate 
taxes irrespective of investor’s characteristics. Thus, only personal income taxes 
might possibly make a difference between value and price. In this context it could 
be shown that there must be identity between pre- and after-tax valuation as long 
as investors believe in neoclassical asset pricing models such as the standard Capi-
tal Asset Pricing Model (CAPM)16 or the after-tax CAPM (see Peemöller et al., 
2005). Minor differences between both value dimensions, however, might arise if 
investors are forced to leave the CAPM-world (e.g. when valuing private firms) 
(see Copeland et al., 2000: 153; IDW, 2002: 42; Schultze, 2003: 286-289, 312; a 
different opinion is provided by Damodaran, 1996: 112). The latter point is, how-
ever, not of major importance here because the discussion is clearly about capital 
market oriented valuation. Anyway, the Anglo-Saxon valuation practice widely 
waives the provision for personal income taxes for practical reasons (see IDW, 
1998: 68; Schultze, 2003: 286). This leads to the supposition that – if the respec-
tive investor does not face a situation of extremely high or extremely low taxes or 
the investor leaves the CAPM world – the impact of personal income taxes on de-
cision values is not significant. 

                                                           
16  For more information about the CAPM, see Footnote 97. For a discussion about what 

„believing in the CAPM” means on real capital markets considering psychological is-
sues, see Gerke (1997). 
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Of course, the degree of market efficiency is crucial for the explanatory power 
of market prices. At this point it should suffice to assume that on the German capi-
tal market information is more or less mirrored in market prices and that there are 
in general no major distortions due to informational inefficiencies.17 It also has to 
be considered that especially if investors are not perfectly informed, the market 
price can sometimes serve as a better decision value than the marginal price that 
investors calculate based on their own forecasts. This is possible since investors’ 
partial information might be aggregated in market prices and therefore the mar-
ket’s estimates about the future development of a company or an industry are su-
perior to the individual’s forecasts.18 However, for stocks that obviously lack li-
quidity and for which trading occurs infrequently, it is questionable whether the 
market price has any significance (see Hommel and Braun, 2002). 

Finally, one feature with a very strong impact on the relationship between price 
and value is that investors’ expectations can no longer be regarded as quasi-
homogeneous. Not necessarily every investor on real capital markets values a 
company for investment reasons. For example, there might be some market par-
ticipants that act as strategic buyers19 – and therefore include possible synergies 
into their valuations – or at least those which hope that strategic buyers enter the 
market (noise trader) (see Black, 1986; Kyle, 1989; De Long et al., 1990b; 
Shleifer and Summers, 1990: 19-33; Menkhoff and Roeckemann, 1994: 277-295. 
A different view on noise traders is provided by Gerke, 1997). Also, certain “my-
opic” institutional investors, whose investment horizon is rather short, might un-
dervalue the importance of distant cash flows of the target company.20 This situa-
tion of varying investors’ expectations generally leads to a wide variation of the 
decision values of market participants. Attention should also be turned to the fact 
that market prices are usually minority prices, i.e. they are not the relevant prices 
for investors that want to buy a bigger stake of a company to exercise control (see 
Hering, 1999: 94-95; Prokop, 2003: 50; Bamberger, 1999: 667-668). However, in 
many cases it is possible to adjust market prices to the interests of those control-
ling investors (see Pratt, 2001: 136-144. Regarding control premiums, see Shleifer 
and Vishny, 1986: 461-488; Franks et al., 1988: 234, 242; Boecking and Nowak, 
1999: 173-174; see also section 2.4.3). 

                                                           
17  See section 3.1.2 for an in-depth view on capital market efficiency. 
18  See Rubinstein (1974: 225-244); Gerke and Rapp (1994: 11-12); Pesendorfer and 

Swinkels (2000: 499-525); see Weber and Wüstemann (2004: 6-8) for a practitioners’ 
support for this thesis; see also section 3.1.2 for more information about aggregation 
efficiency of stock markets. 

19  Strategic buyers usually expect synergies from acquisitions while financial buyers 
consider acquisitions as investments; regarding the deviant marginal prices of such 
strategic buyers, see Bhagat and Hirshleifer (1996), Hietala et al. (2000). 

20  See Porter (1992: 65-82); Lang and McNichols (1997); Abarbanell and Bernard 
(2001: 221-242); Bushee (2001: 207-246). In some cases even management behav-
iour seems to be myopic, see McConnell and Wahal (1997). Studies that rather sup-
port the irrelevance of the myopia-thesis are provided by McConnell and Muscarella 
(1985: 399-422) and Wooldridge and Snow (1990: 353-363). 
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From the discussions above it can be seen that, despite the weaker conformity, 
the identity of market prices and decision values (on average) is still possible as-
suming a more realistic environment with several market imperfections (see Pro-
kop, 2003: 64; Ruhnke, 2003: 92; Großfeld, 2000: 261-262; Böcking, 2003: 84-
85; a contrarian view is provided by Hering, 2000: 441-443). More precisely, the 
market price still equals the decision value of the typical average (minority) inves-
tor and therefore should be valid for many market participants.21 However, inves-
tors have to thoroughly analyse the dimension of each imperfection and its respec-
tive impact on the explanatory power of market prices. It is even more important 
to note that for investors with intentions totally different from the average market 
opinion – such as a strategic buyer who expects synergy effects from the purchase 
of a whole company while no takeover scenarios are currently priced – neither the 
unadjusted nor an “across the board”-adjusted price can serve as a decision value 
(see Hering, 2000: 441). Nevertheless, even if the expectations of the appraiser 
and those inherent in the market price differ, the market price can serve at least as 
a plausibility check for individual decision values (see Herrmann, 2002: 16; Pratt 
et al., 2000: 30-31; Bausch, 2000: 457). 

The usability of market prices as a neutral-referee value must also be seen in 
light of the factual degree of market perfectness. While in general the IDW stipu-
lates that market prices must not remain unconsidered in such valuation settings, it 
also specifies that any factors that could give rise to distortions of prices – such as 
lack of marketability or the obvious existence of speculative attacks – have to be 
carefully examined; in the case of existing distortions this definitely leads to the 
uselessness of market prices for this purpose (see IDW, 2000: 828-829). 

Independently of the state of the capital market, the market price can always be 
seen as an argument value (see Hering, 1999: 177; Prokop, 2003: 64). This is due 
to the growing importance of market prices in business – in terms of the share-
holder value perspective on management or the emergence of stock news in the 
press – but also to the high reputation of certain academic capital market research 
(see Hering, 1999: 188). As a matter of course, when the market price is within the 
interval of the lower limit of the seller’s prices up to the upper limit of the buyer’s 
prices, it can serve as an intermediation value as well (see Hering, 2000: 450; 
Schildbach, 1998: 319). 

In conclusion: The usefulness of “market price” as a synonym for “corporate 
value” crucially depends on the function that the corporate value has to fulfil and 
on how developed the capital market is. Since the difference between the observ-
able market price and the (unobservable) corporate value is not measurable (see 
Prokop, 2003: 54-55), the decision about this usefulness has to rely on the subjec-
tive assessment of a skilled appraiser. Regardless of this, the usefulness of market 
prices as part of the valuation process is great anyway because of their appropri-

                                                           
21  This is consistent with the view of the US-GAAP standard setter, the Financial Ac-

counting Standards Board (FASB): „An observed market price encompasses the con-
sensus view of all marketplace participants about an asset or a liability’s utility, future 
cash flows, the uncertainties surrounding those cash flows, and the amount that mar-
ketplace participants demand for bearing those uncertainties“ (FASB, 2002: 304). 
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ateness as a plausibility check and as a means of balancing the interests of minor-
ity shareholders (e.g. in a “squeeze-out”) as well as, of course, because of the need 
for plurality of valuation approaches. 

2.2.3 Approaches to Company Valuation 

Valuation theory knows three general approaches to estimate the value of compa-
nies: direct valuation, contingent claim valuation and relative valuation (see 
Bhojraj and Lee, 2002: 413-414; Damodaran, 2002: 11). A fourth approach – 
called the asset based or substance based approach – is sometimes used under spe-
cial circumstances. Each approach requires a different set of input variables, a dif-
ferent forecasting scope and follows different assumptions. At first glance it even 
seems as if these approaches do not have much in common, but in fact they share 
many similarities. It is necessary to have a good grip of the basics of the different 
valuation models and techniques to understand how CCV fits into the big picture. 
Therefore, these four approaches are described briefly in the following section. 

2.2.3.1 Direct Valuation 

This approach (also sometimes called the income approach) directly determines 
the corporate value on the basis of what investors can get out of the company in 
the future. It is based on the net present value (NPV) concept, which basically 
states that in a world of uncertainty the value of a project, respectively a company, 
equals the sum of all expected future risky financial benefits22 discounted at the 
opportunity cost of capital:23 
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22  Financial benefits are sometimes also called “economic benefits”, see ASA (2002: 

24); however, the term “financial benefits” is used throughout this study in order to 
clarify that the focus here is on financial inflows. 

23  See Copeland et al. (2005: 881-883); Kothari (2001: 4); Brealy and Myers (2003: 14-
18); Damodaran (2002: 11-12); Gerke and Bank (2003: 42-43); this concept is also 
known as the dividend discount model. Another method of directly determining the 
corporate value is to apply the certainty equivalent approach, where – given an inves-
tor’s utility function – the (downward adjusted) risk free amount of financial benefits, 
that yields the same utility to an investor as the (higher) risky amount, is discounted at 
the risk free rate, see IDW (2000: 833); Peemöller and Kunowski (2005: 235-236); 
Mandl and Rabel (1997: 218-225). However, the latter concept is not subject of the 
following discussions. 
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 with:  Vt  =  Value of the company as a whole at time t 
  FBt+n  =  financial benefits to the investors at time t+n 
  ct+n  =  cost of capital at time t+n 
 
Assuming that current financial benefits grow at a constant rate and that the 

cost of capital remains constant over time, Equation 2.1 can be simplified to the 
so-called “Gordon growth model”, where corporate value is defined as the next 
year’s expected amount of financial benefit divided by the difference between the 
discount rate and the long-term growth rate of financial benefits (see Williams, 
1938; Gordon and Shapiro, 1956: 102-110; Brealy and Myers, 2003: 64-65). 
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 with g = sustainable growth rate of financial benefits 
 
This very compact model also illustrates the connection between the corporate 

value and current fundamentals of that company. It is worth noting that the only 
forecast necessary when using the Gordon growth model is that of a plausible 
growth rate. Usually, in valuation practice a detailed forecast of financial benefits 
is performed for 3 to 5 years, while a simplified forecast using the Gordon growth 
model is performed for the remaining years (see Copeland et al., 2000: 234; IDW, 
2002: 61). 

Since the practical use of direct valuation is widespread but of many variants, 
some light should be shed on the two main categories of this approach: the inter-
nationally accepted discounted cash flow (DCF) methods and the German “Er-
tragswert” method. Additionally, a short description of the residual income con-
cept will be provided. 

All of the DCF methods have in common that the numerator comprises risky 
cash flows. For further analysis, two DCF valuation variants are of particular in-
terest: the entity approach and the equity approach.24 In the entity approach – also 
known as the weighted average cost of capital (WACC) approach – expected free 
cash flows to the firm are discounted. Free cash flows to the firm are the cash 
flows available to all capital providers (debt and equity) after net investment but 
before financing activities (see Copeland et al., 2000: 167-171; Brealy and Myers, 
2003: 74-75; for companies that are taxable in Germany see Baetge et al., 2005: 
283-284; Hachmeister, 2000: 61-72). These cash flows are the financial benefits 
that matter to investors. The discount rate applied in the entity approach equals the 
average cost of equity and debt capital weighted by the respective market values. 
The cost of equity is usually determined using the Capital Asset Pricing Model 
(CAPM) (see Kuelpmann, 2004: 4-5), a model used to value risky assets in case of 

                                                           
24  For a detailed description of the DCF-concept with its various variants see Copeland 

et al. (2000: 129-297); Drukarczyk (2003: 199-314); Mandl and Rabel (1997: 37-42); 
Baetge et al. (2005: 265-362). 
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capital market equilibrium.25 Finally, to determine the value of ownership of the 
company (equity value), the market value of debt has to be deducted from the (en-
terprise) value. 

Contrary to this indirect calculation of the shareholder value, the equity ap-
proach directly focuses on cash flows available to shareholders. Thus, financing 
activities are explicitly considered when determining the cash flows (see Copeland 
et al., 2000: 150-152, concretely for companies that are taxable in Germany see 
Baetge et al., 2005: 276-277, 285-286). To determine the equity value, the free 
cash flows to the owners have to be discounted at the cost of equity, which (again) 
is usually calculated using the CAPM. 

The “Ertragswert” method (following the standards of IDW) is a form of earn-
ings capitalisation model, which is especially popular in Germany (see IDW, 
2000: 835-837; Peemöller and Kunowski, 2005: 201-263). This valuation model 
discounts future earnings at the cost of equity to yield the equity value.26 Even if 
earnings are rather an accounting figure than a financial benefit, earnings capitali-
sation models in general can be conclusively transformed from Equation 2.1 (the 
dividend discount model) (see Fama and Miller, 1972: 87-89; Campbell and 
Shiller, 1988a: 661-676; Campbell and Shiller, 1988b: 195-227; Fama, 1996: 415-
428). This transformation shows that a major problem of earnings capitalisation 
models is that earnings not only reflect the value added due to profitable future in-
vestments but also growth due to the reinvestment of earnings (see Fama and 
Miller, 1972: 88-89; Kothari, 2001: 75). The “Ertragswert” method tries to over-
come this drawback by assuming that earnings are fully distributed to shareholders 
on the condition that the asset base and the capital structure of the company are 
maintained.27 Thus, from a purely technical point of view, the “Ertragswert” 
method is similar to the equity approach of the DCF model (see Drukarczyk, 
2003: 304-305). Differences between both approaches exist in the assumption 
                                                           
25  The CAPM can be traced back to Sharpe (1964), Lintner (1965) and Mossin (1966). 

See also Gerke (2001, colums 1701-1703); Copeland et al. (2005: 147-176); Brealy 
and Myers (2003: 194-204); Gerke and Bank (2003: 242-250); for a discussion about 
the shortcomings and limitations of pracital applicability in the context of business 
valuation see e.g. Hering (2003: 289-296); Fama and French (2003). In Germany, the 
application of a modified CAPM in direct valuation approaches is currently being dis-
cussed, which is supposed to better account for the impact of personal income taxes 
when determining objectified corporate values (after tax-CAPM); see Brennan 
(1970); Wiese (2004); Jonas et al. (2004); Wagner et al. (2004); IDW (2005). A criti-
cal evaluation of this proposition can be found in Peemöller et al. (2005). In the USA 
the cost of equity is sometimes determined using a multi-factor approach in the sense 
of Fama and French (1992) and Fama and French (1993), see Stehle (2004: 914), or 
using the arbitrage pricing theory (Ross, 1976). Other approaches discussed in litera-
ture – such as the intertemporal CAPM (Merton, 1973) or the Zero-Beta CAPM 
(Black, 1972) – are of no major practical relevance. 

26  The cost of equity can be, but does not necessarily have to be, determined using the 
CAPM, see IDW (2000: 834, 836-837). 

27  See Peemöller and Kunowski (2005: 217); IDW (2000: 830); consequently all future 
profitable investments are assumed to be debt-financed. 
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about how future projects are financed, and – potentially – in the determination of 
the cost of equity (see Eidel, 2000: 43-44; IDW, 2002: 836-838). 

Residual income valuation (RIV) is also based on the NPV concept. However, 
this approach additionally assumes that the book value of equity serves as a proxy 
for the present value of all future normal earnings. In this context, normal earnings 
are defined as those earnings that yield a zero economic profit. The equity value 
VE is then determined by summing up the book value of equity and the present 
value of future abnormal earnings. These future abnormal earnings are calculated 
as the difference between forecasted earnings and normal earnings28: 

( ) ( )lim 111

N ( t n )
VE EQUT NI c EQUT ce et t t n t nN n

− +
= + − ⋅ ⋅ +∑ + + −→∞ =

 (2.3) 

 with EQUTt  =  accounting book value of equity at time t 
  NIt =  net income at time t 
  ce  =  cost of equity 
 
Equation 2.3 can be directly transformed from Equation 2.1 (see Fernandez, 

2003). While the RIV concept has been around for a long time (see Preinreich, 
1938: 240; Solomons, 1965: 126-127), it has become popular only in recent years. 
Especially, the Economic Value Added (EVATM) model and the Ohlson model re-
spectively the Feltham-Ohlson model have successfully renewed this valuation 
idea. The EVATM concept can be regarded as some kind of adjusted RIV model 
that explicitly aims to determine market values (see Sheehan, 1994; O’Byrne 
1997; Hostettler, 2000: 19-37). A more detailed description of the Ohlson model 
can be found in section 3.2.1.3. 

A common part of all direct valuation approaches is that a thorough forecasting 
ability is required to perform business valuation accurately.29 In general, the pre-
diction of future cash flows is regarded as more difficult than forecasting earnings 
(see Penman and Sougiannis, 1998). Additionally, comparing RIV models with 
conventional earnings capitalisation models reveals that in the case of RIV bad 
predictions lead to lower variability of the calculated corporate values because of 
the smaller impact of future earnings on the terminal value. Usually, the lesser 
weight a model places on the terminal value in the calculation of value, the more it 
is preferred in the sense of valuation accuracy (see Penman, 1998). 
                                                           
28  See Lo and Lys (2000a); Schumann (2005: 22-23); the general opinion is that for the 

validity of this model, clean surplus accounting is required, see Edward and Bell 
(1961, 68); Peasnell (1982, 362). The clean surplus relation means that only capital 
contributions, dividends and the profit or loss reported in the income statement can 
change the amount of owners’ equity (see Footnote 58 for some more details about 
the clean surplus relation). Recently, however, it has been found that residual income 
valuation is still a reasonable valuation approach even if the accounting system is not 
perfectly clean surplus, see Yee (2005). 

29  Lee (1999: 414) states in this context that the “essential task in valuation is forecast-
ing. It is the forecast that breathes life into a valuation model”. See also Kothari 
(2001: 72-73). 



22      2  Foundations of Comparable Company Valuation 

2.2.3.2 Contingent Claim Valuation 

Contingent claim valuation describes a valuation approach for certain assets for 
which cash flows are not fixed but depend on the occurrence or non-occurence of 
an event. In the simplest case this event is the arrival of new information which 
might influence the decision whether or not to invest in this asset. Thus, the man-
agers of a company have some kind of future flexibility on how to respond to this 
new information (see Lander and Pinches, 1998: 537-538; Myers, 1977: 155; 
Myers and Majd, 1990: 3; Amram and Kulatilaka, 1999: 96-97; McDonald and 
Siegel, 2001: 253, 255-256). Common direct valuation models usually do not cap-
ture this flexibility appropriately. The determined present value is the expected 
value of a symmetrical normal probability distribution – at least when using the 
CAPM for determining the discount rate (a different opinion is provided by Fama, 
1996: 416). Adequately accounting for flexibility, however, requires more weight 
to be placed on the upside potential of the project value while attaching less im-
portance to the downside losses. Doing this leads to a higher expected value and 
causes the probability distribution to be skewed to the right (see Trigeorgis, 1988: 
147; Trigeorgis, 1996: 123). 

This positively skewed distribution of the project value strongly resembles the 
typical distributions of financial options. In fact, contingent claim valuation is a 
reasonable approach for assets that exhibit optionlike features. Due to this concep-
tional analogy it requires the use of variants of financial option pricing models 
such as the Black/Scholes/Merton (BSM) model or the binomial model.30 For this 
reason these assets/projects are called real options and contingent claim valuation 
is also known under the name of real options valuation. 

It is worth noting that, along with flexibility, the existence of a time period in 
which management can benefit from this flexibility is also a major characteristic 
of real options (i.e. the option must have time value) (see Peemöller and Beck-
mann, 2005: 805). Classical examples of optionlike assets are patents, real estate, 
research and development projects, undeveloped natural resource reserves and 
human resources (see Damodaran, 2002: 22-23; Lander and Pinches, 1998: 539). 
Moreover, any asset or project can be valued using the real option approach if 
management has the flexibility to defer, abandon or otherwise alter that project in 
the course of time (see Trigeorgis, 1996: 9-14; Copeland et al., 2000: 400-402). 
The limit of the practical applicability of this approach lies in the similarity to fi-
nancial options and in the data availability (see Peemöller and Beckmann, 2005: 
807). Forecasting problems especially arise in determining the volatility of the 
project’s cash flows. 
                                                           
30  For option pricing models in general see Hull (2003: 234-329); in most cases the ba-

sic models for financial options have to be adjusted to the specific real option; see 
Quigg (1993), who developed a model for valuing real estate assets by modifying the 
BSM model in that the exercise price is stochastic; see also Gibson and Schwartz 
(1990), who generated a model for the valuation of commodity related projects. They 
substituted a mean reverting process for the standard Brownian motion in the BSM 
model; see also Schwartz (1997) and Bjerksund (1991), who provided an analytical 
solution for this model. 
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2.2.3.3 Relative Valuation 

The relative valuation approaches include the use of “rule of thumb” multiples 
based on personal experience and the use of multiples derived from comparable 
(mostly publicly listed) companies.31 While the first variant is a very subjective 
and simplified approach and without any deeper theoretical foundation, the latter 
plays a major role in modern valuation settings. The idea of CCV arises from the 
basic principle of arbitrage, which states that all substitutes should sell for the 
same price (see Gerke and Bank, 1998: 231-232). In the context of business valua-
tion this means that – given uniform investors’ expectations and valuation circum-
stances – equal companies should have the same value. Usually no explicit direct 
valuation is performed for the comparable company but rather market prices are 
used as reference. Thus, the objective of this approach is to value target companies 
based on how the market prices similar companies. Usually, the market prices of 
comparable companies are derived from one of the three following categories: re-
cent acquisitions, recent initial public offerings or stock listings of public compa-
nies (see Mandl and Rabel, 1997: 259-265; Löhnert and Böckmann, 2005: 405). 
The latter variant is called the market approach to CCV.  

In the simplest case, perfect substitutes exist for the target company. In such a 
situation the valuation is straightforward (this approach is called immediate CCV). 
In real capital markets, however, companies are typically not identical. As a con-
sequence, relative valuations have to rely mostly on similar companies whose 
market prices have to be “adjusted” to yield the value of the target company. This 
adjustment is done by considering the relation of certain financial or non-financial 
key figures, in which the two companies differ. Single-factor and multi-factor 
comparable company valuation is typically distinguished, dependent on the 
amount of key variables included in the valuation model. Single-factor models are 
by far the dominating CCV approach in practice (see Fernandez, 2002; for Ger-
many see Kames, 2000: 58-60, 100-101; Wichels, 2002: 146, 148; Duerr, 1995: 
27; Kusterer, 2003: 99-100), while the practical relevance of multi-factor models 
is rather limited thus far.32 To account for minor mispricing or differences in the 
similarity, a set of companies (the so-called peer group), whose adjusted market 
values are aggregated to yield an average adjusted market value, is used as a stan-
dard of comparison in most real valuation settings. 

From a methodological point of view, following the CCV approach, the value 
of a company is a function of a certain number of bases of reference weighted 
with the respective sensitivity factors. Each sensitivity factor is drawn based on 
the relationship between the basis of reference and the market price of the compa-
rable companies. The basis of reference is determined either at the time of the 

                                                           
31  See Mandl and Rabel (1997: 42-46). “Rule of thumb” multiples for several German 

industries can be found at www.finance-magazin.de. It is important to note that value 
indications derived from these “rule of thumb” multiples are probably not very mean-
ingful, see ASA (2002: 13). 

32  See section 4.3 for an overview of the practical relevance of multi-factor models. 
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valuation t (trailing CCV) or is the expectation value of the key figure at a later 
point in time (leading CCV): 

1

x
V a BRnt ntn

= ⋅∑ τ=
 (2.4) 

with  τ   = point in time that equals t or later, i.e. τ ≥ t 
 BRnτ = nth basis of reference (financial or non-financial key figure), 

determined at time τ. 
 ant   = sensitivity factor for BRn,τ , determined at time t. 

 x  = number of bases of reference applied; if x = 1 then the ap-
proach is single-factor CCV, if x ≥ 1 then the approach is multi-
factor CCV. 

 
Since this approach relies on market prices, no explicit forecasts of future cash 

flows, earnings or discount rates are required. However, this does not mean that 
future prospects are not relevant for comparable company valuation. In fact, fore-
casting problems are shifted from explicit estimates of single companies’ future 
business development (in the case of direct valuation) to the prediction of future 
similarity between the target company and the comparable companies. It remains 
to be seen whether this shift effectively leads to a reduction of the high demands 
on the forecasting ability of appraisers. 

2.2.3.4 Asset-Based Valuation 

A special form of direct valuation is the asset-based approach (also called the sub-
stance-based approach). It is a general way of determining a value indication 
based on the value of a company’s assets net of liabilities (see ASA, 2002: 8). 
This approach does not really fit into the valuation framework provided by the 
other three valuation approaches. The asset based approach is not a general valua-
tion method. In fact, it is rather appropriate in case a company does not continue 
its current business activities. In the simplest case, a company plans to change cur-
rent business activities by adapting its resources to different uses (see Berger et 
al., 1996; Burgstahler and Dichev, 1997; Collins et al., 1999; Sieben and Maltry, 
2005: 380-385). The variant of asset-based valuation that has to be applied then is 
called reproduction valuation (also called reconstruction valuation, net-asset 
valuation or cost approach to business valuation, see Barthel, 2002: 201-202; 
ASA, 2002: 23). It requires all assets to be valued at replacement costs.33 The most 
common case for the application of asset-based valuation is when a company faces 

                                                           
33  Reproduction valuation itself can be divided into different variants. It is also some-

times used for other purposes, such as valuation of non-listed corporations, valuation 
for tax purposes (in Germany, e.g. as part of a combination model of reproduction 
valuation and earnings capitalisation – the so-called “Stuttgarter Verfahren”) or in 
certain disputes. From an economic perspective, however, this approach is subject to 
critique, see Sieben and Maltry (2005: 400). 
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bankruptcy and has to be liquidated. This part of asset-based valuation is called 
liquidation valuation (see Sieben and Maltry, 2005: 398-399; Schultze, 2003: 152; 
ASA, 2002: 26). Under this variant, single assets are valued based on what the 
owner of the company could expect if he is forced to sell these assets in liquida-
tion (see IDW, 2002: 127-128; Barthel, 2002: 204-205; as regards the costs of liq-
uidation or bankruptcy, see Richter, 2002: 307-311). A third variant, which has 
found some support in Germany, understands the assets-in-place as some sort of 
expenses already paid. This approach is not a tool to determine the value of a 
company but rather delivers additional information for other valuation approaches 
(see Sieben and Maltry, 2005: 398). It is worth noting that the liquidation valua-
tion and the assets-as-expenses-already-paid approach require certain – even if 
limited – forecasting ability (see Sieben and Maltry, 2005: 400). Last but not least, 
shareholders’ equity (directly drawn from the financial statement) can also be un-
derstood as an asset-based value (see Schultze, 2003: 152; Barthel, 2002: 202). 

2.2.4 Purposes of Appraisal 

There is a myriad of reasons for performing business valuations. Along with those 
required by law, there are multiple motivations to value a company depending on 
the life cycle stage of that company and on the intention of (potential) investors. 
Additionally, all purposes can be partitioned into those that are associated with a 
(planned) change of ownership and those where ownership structure remains un-
touched. In the latter context it is important to note that, even if a factual transac-
tion does not take place or is not planned, the perspective of the person who values 
the company can always be seen as either a sell-side position or a buy-side posi-
tion.  

Figure 1 abstracts and shows graphically the most important reasons for per-
forming valuations classified as the categories mentioned above. Some reasons 
appear in the table more than once because they can be classified into more than 
one category. Nevertheless, this table is not exhaustive and it is emphasized that it 
only contains some of the most common examples. The classification according to 
the type of regulation exclusively focuses on legal requirements especially rele-
vant to companies operating in Germany. 
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Fig. 1. Classification scheme of purposes of appraisal 
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company’s 
life cycle 
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regulation 
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ownership of the 

company 
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• Initial Pub-
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(IPO) 

• Going Pri-
vate 

• Mergers & 
Acquisi-
tions 

• Divesti-
tures 

• Restructur-
ing 

• Liquidation 
of the com-
pany 

Regulation by Law 
German Stock Corporations 
Act (AktG): 
- Prerequisite for the con-

clusion of certain agree-
ments (profit transfer 
agreement, domination 
agreement) 

- Integration of a company 
into another corporation 

- Squeeze-out, minority 
oppression action 

German Transformation
Act (UmwG): 
- Transfer of assets and li-

abilities of a whole entity 
to another entity 
(Verschmelzung) 

- Split-ups, split-offs, spin-
offs 

Other legal regulations: 
- Impairment test 
- Tax purposes 

 
Regulation by Contract 
- Entry and exit of partners 

of a partnership 
- Heritage disputes 
- Martial dissolutions 
Internal regulations of a 
company 
- e.g. value-based man-

agement which includes 
periodical performance 
controls 

• Purchase and 
sale of whole 
companies 

• Purchase and 
sale of interests 
in a company 

• Entry or exit of 
partners of a 
partnership 

• Contribution of 
assets or busi-
ness units to a 
company 

 
   

Change of owner-
ship 
- Dominated situa-

tions: One party 
can enforce its 
claima 

- Un-dominated 
situations: Mu-
tual consent of 
both parties is 
necessarya 

No change of own-
ership 
- Value-based 

management 
- Recovery, re-

structuring 
- Credit rating 
- Inheritance tax 

     

a see Matschke, 1976: 26-39 for an in-depth discussion of both situations 

Figure according to Peemöller (2005b: 17-21), Pratt, Reilly and Schweis (2000: 34). 
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2.2.5 Classification of Comparable Company Valuation 

Interpretation of valuation results 
Obviously, CCV is predominantly a relative valuation approach to determine mar-
ket prices of companies. However, the term “market price” is not totally inde-
pendent from, but rather connected to the term “corporate value”. As already dis-
cussed, market price can by all means be seen as identical to certain interpretations 
of corporate value or can at least be transformed to any form of corporate value. 
Therefore, market prices must be defined as a subset of corporate values and con-
sequently price determination is not the only scope of CCV. The concrete aptitude 
of CCV for business valuation purposes is closely related to the degree by which 
market prices can be seen as a synonym for corporate values. 

Even if sometimes misleadingly stated (see e.g. Olbrich, 2000: 458), CCV does 
not aim to determine an objective value of a company, since this approach is based 
on market estimates and therefore not independent of investors’ preferences. On 
the contrary, the outcome of the valuation process is a subjective value from the 
perspective of an “average” market participant with “average” expectations and 
expectations about the future development of the target company.34 Concretely, 
the result is an objectified value – not in the reference to the IDW-interpretation, 
which rather means a sellers’ value, but as defined in the Anglo-Saxon valuation 
theory: a value from the perspective of a typical average investor. 

From the standpoint of the theory of functional value, CCV can be a tool to de-
termine argument values for any party involved in the valuation process. On the 
condition that the valuation is accurately and properly conducted, CCV represents 
a valid means to underpin the reasoning of market participants. 

In developed capital markets, CCV might also provide decision values for mar-
ket participants. However, a detailed examination of the factors that drive the 
market price of the comparable companies and the target companies is necessary: 
Only if the appraiser’s expectations do not deviate too much from the expectations 
implied by the market price, CCV is a powerful tool to determine decision values. 
This is especially important in case of a pending M&A-transaction, where the 
buy-side objectives on how to proceed with the target company after the deal are 
frequently quite different from the current market expectations. It is important to 
notice that, in the case where there are only small deviations between market ex-
pectations and appraiser’s expectations, CCV can still provide decision values if 
the appraiser feels that the advantage from immediate value determination at low 
informational costs more than offsets the disadvantage of minor valuation inaccu-
racies. Additionally, certain discrepancies between market prices and decision 
values, such as the lack of a control premium in market prices, can largely be bal-
anced using experience values. Nevertheless, if market prices are derived from re-
cent acquisitions or recent IPOs, the use of CCV to determine decision prices is 
very limited due to obvious market imperfections. 

                                                           
34  See the interpretation of market prices from the FASB in Footnote 81 (FASB, 2002: 

304). 
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If, finally, the outcome of the CCV process lies above the lower limit of the 
seller’s decision value and below the upper limit of the buyer’s decision value, it 
can serve as a neutral referee value in litigations. 

 
Link to other valuation approaches 
Direct valuation methods, especially DCF-approaches, are a means of estimating 
market prices (see FASB, 2002: 301; Herrmann, 2002: 26-28; Drukarczyk, 2003: 
130). By determining the discount rate based on market equilibrium models, such 
as the CAPM, DCF-approaches try to imitate the circumstances at real capital 
markets. From a methodological point of view, the intention of these models is to 
calculate corporate values as seen through the eyes of a typical, capital market-
oriented “average” investor (see FASB, 2002: 304; Prokop, 2003: 50-51). Cer-
tainly, DCF-approaches allow for individual subjectivity when determining the 
cash flows and therefore are not inevitably bound to determine market prices.35 
However, strictly speaking, in this case it is not the value of the target to a special 
investor that is calculated, rather a potential price which the capital market (i.e. the 
average investor) would assign to the target if the respective cash flow scenario 
were true.36  

Anyway, the capital market aggregates these different cash flow scenarios to 
form the factual market price and, thus, market prices can be seen as a function of 
investors’ direct valuation approaches, especially of DCF-approaches. As a conse-
quence, direct valuation approaches are implicitly the basis of CCV and therefore 
inseperably connected to CCV.37 For classical single-factor models, such as the 
price-earnings (PE) ratio, this relationship can technically be expressed via the 
Gordon/Shapiro equation, which is derived from the Gordon growth model (Equa-
tion 2.2) (see Beaver and Morse, 1978: 65; Damodaran, 2002: 471): 
                                                           
35  See Casey (2000: 19-20). The degree of subjectivity might even be higher for earn-

ings capitalisation methods like the IDW-“Ertragswert” approach since it allows the 
discount rate to be based on investor’s preferences and degree of risk aversion, see 
IDW (2000: 837). That is why they are usually not seen as means of estimating mar-
ket prices; see Drukarczyk (2003: 130); Herrmann (2002: 33). However, under cer-
tain conditions the use of the CAPM is also acceptable to determine discount rates, 
see IDW (2000: 836-837 in conjunction with p. 834). 

36  The determination of a value from the perspective of an individual investor would re-
quire using a discount rate that mirrors the individual risk aversion and investment 
situation (degree of diversification of the portfolio, planned holding period, etc.), see 
Hering (2003: 289-292, 343-344). 

37  It is important to note that direct valuation approaches and CCV are similar in their 
methodology, too. Direct valuation approaches also require the existence of a (at least 
virtual) comparable investment to determine the discount rate, see Gerke and Bank 
(2003: 100-101); Schultze (2003: 63-70); e.g., if the CAPM is used for determining 
the cost of equity, the comparable investment consists of two securities, the riskless 
asset and the beta weighted market portfolio. As a consequence of this methodologi-
cal similarity, literature sometimes calls the problems of investment comparability 
that are associated with direct valuation approaches at least as severe as those associ-
ated with CCV, see Richter (2003: 312). 



2.2  Comparable Company Valuation Within the Business Valuation Framework      29 

( ) ( ) ( )1 1
1 1 1PRICE NI DIV / NI c get t t t

− −
⋅ = ⋅ −+ + +  (2.5) 

 
 with PRICEt   = market price of the company at time t 
  DIVt+1  = dividends of the company for the period t+1 
From this equation, it can be seen that certain multiples in CCV approaches 

(here: the PE ratio on the left hand side of the equation) can be directly explained 
by some form of adjusted direct valuation approach (on the right hand side of the 
equation: the Gordon growth model with dividends scaled by earnings).38 More 
generally, the relationship between CCV and direct valuation approaches can be 
expressed as: 

( )1

x
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 (2.6) 

 
 with  VFdirect valuation  =  the value determining factors for direct  
     valuation approaches 

 
Since contingent claim valuation is often performed along with direct valuation, 

the value determining factors for direct valuations include potential real options of 
the target company. Moreover, contingent claim valuation must also be seen as a 
variant of relative valuation because it is also based on already existing (potential) 
market prices. Thus, all three fundamental valuation approaches are closely con-
nected. However, while direct valuation and contingent claim valuation can exist 
and reasonably be performed without CCV, the opposite is not true. CCV crucially 
relies on the existence of direct valuations (including real options) already per-
formed by market participants, and a successfully functioning market that accu-
rately aggregates the valuation results of single investors. 

 
Application range 
The interpretation of market prices as potential decision values, arbitrium values, 
and neutral referee values also enlarges the application range of CCV from pure 
price determination to more complex valuation tasks. Certainly, the primary objec-
tive of CCV remains to assign prices to companies that do not have a quoted mar-
ket price yet, e.g. in the case of IPOs and in part in the case of M&A-transactions 
(see Nelles et al., 2001: 323-324; Bausch, 2000: 456-457). Furthermore, CCV is a 
tool to verify if the equity of listed companies is over- or undervalued, e.g. in the 
case of stock valuation reports. In this context, CCV can also be used to determine 
the fair market value of such equities (see e.g. Wichels, 2002: 146, 148). Addi-
tionally, it can be applied in many other valuation settings described in section 
2.2.4 and can fulfil functions described at the top of this section, as long as the al-

                                                           
38  See section 3.1.1 for an in-depth presentation of how other single-factor CCV models 

are related to direct valuation models. 
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ready mentioned requirements concerning the market prices of the comparable 
companies are met. 

Nevertheless, independent of the quality of the market prices, there are certain 
valuation settings that categorically do not favour the application of CCV. On the 
one hand there are legal restrictions: In Germany, the largest part of valuation 
causes induced by law requires the exclusive use or at least the principal use of di-
rect valuation approaches (see Piltz, 2005: 783-788. In the USA, however, CCV 
has some importance in legal practice). On the other hand there are economic re-
strictions: CCV has been proven to be rather useless when the impact of certain 
strategies on market prices should be assessed, as in the case of value based man-
agement. Additionally, most strategic buyers do not profit from CCV when deter-
mining the decision value because of their need for taking exclusive strategy 
changes and potential synergies into account (see Bausch, 2000: 454-456; Hering, 
2000: 441). However, CCV can be used to supplement other (direct) valuation ap-
proaches of strategic buyers. It might help to see how the market would value a 
company with no specific strategy change implemented. Then the potential value-
added from a planned new strategy can be determined as the difference between 
the strategic value and the current stand-alone value. After all, the supplementary 
application of CCV may be appropriate in many cases, just because of the need for 
plurality in company valuation methods. 

2.3 Rationale and Style of Comparable Company Valuation 

2.3.1 Immediate Valuation Models 

The various shapes that CCV may take on can all be traced back to the basic 
valuation model, the so-called immediate valuation model. Applying this model 
means directly projecting the value of one company (or the average value of a 
group of companies) to the value of the target company without the use of any ref-
erence variables. Although this model is of almost no use at all in practice for rea-
sons to be outlined below, it is important to give a brief explanation in order to 
provide a better understanding of the fundamental idea, the proceeding and the 
aim of CCV in general and to deliver a basis for more complex approaches of 
CCV. 

The immediate valuation model goes back to one of the basic principles of fi-
nancial theory in general and valuation theory in particular: the principle of arbi-
trage. This principle simply says that all substitutes should sell for the same price. 
If that is (temporarily) not the case, investors have the opportunity to buy the 
cheap asset while correspondingly selling the rich asset and thus earning a riskless 
profit (see Gerke and Bank, 2003: 270-271). This trading strategy – called arbi-
trage – will force the price spread to narrow and finally lead again to price equal-
ity. 
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In the context of business valuation this means that equal companies should 
have the same value.39 Equality of companies especially means that all value-
driving factors have to be identical. Thus, taking the NPV concept (Equation 2.1) 
as a reference, it becomes obvious that companies have to have identical future 
expected financial benefits and identical cost of capital. The latter aspect typically 
means that companies have to exhibit the same systematic risk and equal capital 
structures. It is important to note that here it is abstracted from the possibility that 
companies have equal present values of future financial benefits but deviant future 
financial benefits and cost of capital. This abstraction is reasonable since, if such 
companies can be identified, there would be no need to apply CCV because the 
corporate values are already determined. 

The immediate valuation model can also be put in formal terms. For reasons of 
better illustration it is not the general discounted cash flow model but rather the 
Gordon Growth model (Equation 2.2) that is used as a reference. Recalling that 
this model defines the corporate value as a function of the financial benefits, the 
cost of capital and the growth rate of financial benefits [ ( ); ;V f FB c gt τ= ], we 
can derive the requirements necessary for the selection of comparable companies. 
The following simple equations describe the process of the immediate valuation 
approach of CCV: 

V Vit jt=  (2.7) 

 
if FB FBi jτ τ=  and c ci j=  and g gi j=  

 with  subscript i indicating the “target company” 
  subscript j indicating the “comparable company/companies” 
 
Since the requirements to the comparability of companies are very high under 

this approach, it becomes obvious that its application typically fails because of the 
lack of equal companies in real settings. Thus, the aim of this section is not to pro-
vide a model for practical use but rather to highlight the importance of the princi-
ple of arbitrage. While this principle is strongly emphasized in the immediate 
valuation approach, it is not restricted to this model; rather it is the central element 
of every variant of CCV. However, the arbitrage principle no longer shows up in 
its pure form in the context of more complex CCV approaches; instead, some 
modifications are necessary to show how it dominates the models that rely on one 
or more reference variables. 

                                                           
39  Nevertheless, as could be learned from section 2.2, this parity only holds if investors’ 

expectations are sufficiently uniform and valuation circumstances are identical. Thus, 
obviously, the arbitrage principle also serves as a demonstration of the requirements 
necessary to accurately perform CCV. For the further explanations in this section it 
should be assumed that these requirements are fulfilled. 
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2.3.2 Single-Factor Valuation Models 

Mediate valuation models consider the fact that at real capital markets one can 
hardly find two or more companies that are perfect substitutes. Single-factor mod-
els use the relative difference in a typical financial key figure (e.g. earnings or 
book value) between the comparable companies and the target company to adjust 
the market prices of the comparable companies. In doing so, these models develop 
some kind of synthetic principle of arbitrage. More precisely, the prediction of 
these models is that, via the adjustment of the aggregated market prices of the peer 
group, a perfect substitute for the target company can be created. Since these sub-
stitutes should sell for the same price, the following equation must hold (see 
Peemöller et al., 2002: 197-198; Böcking and Nowak, 1999: 170; Ballwieser, 
1991: 52; Nowak, 2000: 165; Wagner, 2005: 5-6): 

( ) ( )1 1
V V BR BR V BR BRit jt i j jt j i

− −⎡ ⎤ ⎡ ⎤
= ⋅ ⋅ = ⋅ ⋅⎢ ⎥ ⎢ ⎥τ τ τ τ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

 (2.8) 

 

The term ( ) 1
V BRjt jτ

−⎡ ⎤⋅⎢ ⎥
⎣ ⎦

 is often referred to as the “multiple”, since it is the 

factor by which the basis of reference of the target company has to be multiplied 
to yield the value of the target company. It is important to note, that the multiple is 
calculated using data that are related to the comparable companies but not to the 
target company. Thus, the multiple can be seen as a market factor that is princi-
pally independent from the target company. 

A major advantage of single-factor models compared to immediate valuation 
models is that the selection of comparable companies is less strict. Taking the 
Gordon growth model as the reference again and considering that only comparable 
companies are used for the determination of the multiple, the derivation of the 
multiple and thus the general requirements for the peer group selection can be 
stated as follows: 

( ) ( )( )1 1; ;V BR f FB BR c git iτ τ τ
− −⋅ = ⋅  (2.9) 

Obviously, the single-factor approach no longer requires the identity of all ma-
jor value driving factors, but rather the identity of the cost of capital and the 
growth rate of financial benefits, as well as the identity of the ratio of financial 
benefits to the basis of reference. The latter relation is assumed to be equal over 
time, which dramatically simplifies the valuation process. Taking the PE ratio as 
an example, companies can be seen as comparable if they exhibit – along with 
equal cost of capital and growth rates – equal payout ratios. If it is further assumed 
that the “clean surplus relation” holds, the payout ratio can be completely elimi-
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nated as a selection criterion.40 This is similarly true for other bases of reference. 
However, some of them have slightly higher, some lower requirements compared 
to the PE ratio. 

The reduction of peer group selection requirements noticeably enlarges the 
number of possible comparable companies and therefore makes the single-factor 
models a valuation approach that is practically applicable. However, despite these 
obvious improvements compared to immediate valuation models, the remaining 
problems should not be treated lightly. While there are many companies with 
identical cost of capital, the sustainable growth rate – and therefore the future de-
velopment of financial benefits – is not easily determinable in many cases. Thus, 
from an economic perspective, the identification of companies with identical 
growth rates is one of the big challenges for appraisers in single-factor CCV. For a 
more detailed examination of this matter, refer to sections 4.2.2.4 and 4.2.2.5, 
which emphasize the problems associated with the determination of the growth 
rate of financial benefits. 

When composing the models it is important to define the numerator and the de-
nominator consistently, i.e. if the variable in the numerator belongs to both capital 
providers (debt and equity providers), then the variable in the denominator has to 
belong to both capital providers, too; if the variable in the numerator only belongs 
to equity investors, the variable in the denominator should as well.41 An example 
of this is the PE ratio where the price of a stock (the numerator) is a pure equity 
value and earnings (i.e. net income, the denominator) belong to equity investors as 
well – because claims of debt providers have already been satisfied when calculat-
ing net profit. Another example is the enterprise value/sales ratio (EV/sales ratio), 
where sales is an accounting figure that belongs to both debt and equity providers 
and the enterprise value is also a term for the market value of both equity and 
debt. 

Typical bases of reference in single-factor models are the following accounting 
figures: net income (the respective model is the PE ratio), EBIT (earnings before 
interest and taxes; the respective model is the EV/EBIT ratio), EBITDA (earnings 
before interest, taxes, depreciation and amortisation; the respective model is the 
EV/EBITDA ratio), sales (the respective model is the EV/sales ratio), book value 
of equity (the respective model is the price-book ratio) and total assets (the respec-
tive model is the EV/total-assets ratio). Additionally, several kinds of cash flow 
can serve as reference variables.42 

                                                           
40  The clean surplus relation denotes the assumption that all changes in equity will be 

eventually included in capital contributions, dividends or earnings. See section 3.1.1 
for more details about the similarity requirements of single-factor models and the 
clean surplus relation. 

41  See Damodaran (2002: 457); Stowe et al. (2002: 225, 229-230); refer to section 
3.2.1.2 for a more detailed presentation of differences between equity valuation and 
enterprise valuation. 

42  The majority of all these models are described in-depth in Stowe et al. (2002: 179-
237). In practical settings non-financial variables also sometimes serve as basis of 
reference, e.g. page views for valuing internet companies, or the number of customers 
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2.3.3 Multi-Factor Valuation Models 

As in both of the models described above, the rationale behind the multi-factor 
CCV approach is again the principle of arbitrage. However, the derivation of an 
arbitrage-free basic equation is even more complex than in the single-factor ap-
proach. Multi-factor models are characterised by a number of bases of reference 
higher than one. As in the case of single-factor models these bases of reference are 
applied to adjust the value of the comparable companies so that a substitute for the 
target company’s value is created synthetically. The multitude of factors, however, 
makes it difficult to modulate the corporate value of comparable companies sim-
ply by means of basic mathematical operations, as is the case in most single-factor 
models where the ratio of two variables is applied as adjustment mechanism. 
Therefore, more sophisticated and technically challenging approaches like, e.g., 
regression analysis or other combination approaches are usually appropriate.43 The 
formal description of multi-factor models basically equals the general CCV equa-
tion presented in section 2.2.3.3 (Equation 2.4). For reasons of better illustration, it 
is rewritten here again, slightly modified to especially cover the multi-factor CCV 
model: 

resp. 1 22 2

x x
V a BR V a a BRntit jn it jnt ntn nτ τ= ⋅ = + ⋅∑ ∑

= =
 (2.10) 

It is important to note that the value of the comparable companies is included in 
the respective sensitivities ant or a2nt (and in a1t). The requirements for the compa-
rable company selection cannot be determined across-the-board since they depend 
crucially on which of the three main value-driving factors ( )FB ;c; gτ  the model 
is able to eliminate. As in the case of single-factor valuation models, factors that 
are explicitly part of the valuation model drop out of the comparable company se-
lection requirements. Consequently, the proceeding is straightforward: By putting 
more and more value explaining factors in the valuation model, the requirements 
become less and less strict. At the limit, if all value-explaining factors are part of 
the model, principally all companies can serve as comparable companies. For ex-
ample, a multi-factor model explicitly using the financial benefits, the cost of capi-
tal and the growth rate as explaining factors would allow all properly priced com-
panies to be part of the peer group. While theoretically applicable, such a model 
does not exist for one important reason: Appraisers are typically not able to accu-
rately determine the long-term growth rate of financial benefits for all companies. 
If, however, they were able to determine the growth rate (and the other value driv-

                                                                                                                                     
for the valuation of telecommunication companies, see Coenenberg and Schultze 
(2002: 699); Schwetzler and Warfsmann (2005: 54-56). However, this thesis focuses 
on accounting reference variables. 

43  An exception to this is the price-earnings-growth ratio (PEG) where the adjustment 
process proceeds by successively dividing the comparable companies’ value by earn-
ings and the growth rate; see Damodaran (2002: 487); Peemöller et al. (2002: 207); 
Schwetzler (2003: 81-82) and section 4.3.1.1. 
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ing factors as well) there would be no need for CCV because a direct valuation 
approach can be performed in a shorter time and – probably – with more accuracy.  

Is there a way out of the growth rate determination problem? One possibility is 
to include several currently available factors – other than the long-term growth 
rate – in the model, in order to substitute the growth factor and the risk the com-
pany faces (see Damodaran, 2002: 463). This idea emerges especially in certain 
asset pricing models like the Fama-French multi-factor model (see Fama and 
French, 1992; Fama and French, 1993; Fama and French, 1996; Fama and French, 
2000; Copeland et al., 2005: 873-875; for Germany see Ziegler et al., 2003) and 
certain variants of the arbitrage pricing theory.44 These models are designed to be 
– and sometimes enjoy popularity as – a determination tool of the required return 
on investment and of the cost of equity capital in direct valuation approaches. 
However, there are also several models that aim to directly explain and determine 
market prices (see Ramakrishnan and Thomas, 1992; Barth et al., 1999; 
Herrmann, 2002: 118-120; for Germany see Möller and Schmidt, 1998: 477-504). 
From the perspective of CCV, there remains the risk that – due to the approach of 
empirically determining the factors and sensitivities with very big samples – such 
models lead to a prediction bias, since most likely not all companies in the sample 
are influenced by the same factors to the same degree. To put it differently, it can-
not be ruled out that the predicted value might largely deviate from the real value 
of the target company for reasons of a cross-sectionally heterogeneous sample. 
However, accurate multi-factor CCV requires adequate accounting for the internal 
individuality of every single company and for the special external forces that in-
fluence the future development of this company. 

To conclude: It remains to be shown whether there is a powerful model that in-
cludes all value-driving factors with no peer group selection necessary, or whether 
there is a more accurate model that applies some factors but leaves some other fac-
tors to the comparable company selection, or finally whether multi-factor models 
in general are not appropriate in CCV. 

2.4 Special Tasks in Comparable Company Valuation 

2.4.1 Quality of Accounting Variables 

A crucial point in CCV is the quality of the accounting variables that serve as 
bases of reference. In this context, the term “quality” means to which degree the 
reported accounting figures are reasonable from an economic point of view. A ma-
jor determinant of economic reasonability is the sustainability of accounting fig-

                                                           
44  See Ross (1976); Burmeister et al. (1994); Copeland et al. (2005: 176-185). The ma-

jor difference between the arbitrage pricing theory and other multi-factor models is 
that the arbitrage pricing theory is an equilibrium model, i.e. it is derived from an 
equilibrium theory. 
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ures (especially earnings).45 When performing CCV, a high quality of accounting 
variables – meaning a high degree of similarity between reported and economicly 
reasonable figures – is preferable. This is the case since every theory-driven valua-
tion approach requires that the major factors of the valuation process (here: the 
bases of reference) are not distorted but represent economic reality. Unfortunately, 
accounting standards usually allow the management of a company to select from a 
broad range of alternative acceptable accounting principles to describe certain 
economic circumstances. This might lead to a situation where the reported ac-
counting figures differ (sometimes dramatically) from the economicly reasonable 
figures.46 

A typical procedure to enhance the quality of accounting figures is to adjust 
them so that they equal or at least resemble the economicly reasonable figures (see 
Peemöller, 2003: 324; Palepu et al., 1996: chapter 3, 13; White et al., 2003: 2-3). 
However, two general problems are associated with that restatement process. 
(1) The first problem is that there is no definite standard of when a variable is 
economicly reasonable. Different appraisers probably take different views on a 
certain issue even if they all look at the circumstances in a prudent way (see White 
et al., 2003: 4-5). However, there is certain evidence for when an accounting vari-
able is not economicly reasonable. To put it more precisely, to overcome the prob-
lem appraisers typically rely on basic adjustment procedures. The following ex-
amples should offer some clarification. 

To generate high quality earnings, it is often advised to ferret out and delete the 
non-recurring items and thus to enhance the sustainability of earnings. Such non-
recurring items are, e.g., realized capital gains or losses, impairment or restructur-
ing charges and charges due to catastrophes such as natural disasters or accidents 
(see White et al., 2003: 631-636; Cheridito and Hadewicz, 2001: 324-325). The 
book value of equity should be restated by increasing its closeness to the market 
value of equity. This could be done by using market values for all balance sheet 
accounts if market values are observable and available. It is, of course, virtually 

                                                           
45  See Friedlob and Schleifer (2003: 146); Penman (2001: 596). For financial statement 

analysis purposes the conservativeness of accounting figures is often seen as a deter-
minant of accounting quality, too; see White et al. (2003: 637). However, this opinion 
does not apply for CCV since conservativeness often implies a downward bias of ac-
counting numbers. Financial appraisers are rather interested in how well accounting 
describes the reality in an unbiased manner, see Palepu et al. (1996: chapter 3; 13); 
IDW (2002: 51-52). 

46  For an in-depth discussion about accounting quality, see Penman (2001: 594-642); 
Palepu et al. (1996: chapter 3, 5-14); for a discussion about the problems of manipu-
lating accounting figures in the context of valuation, see Gerke (2002:1); note: this 
section does not deal with the necessity for accounting choices from a pure account-
ing or auditing point of view. Neither does it deal with an assessment of different ac-
counting principles. The main goal is to show which requirements the bases of refer-
ence have to fulfil so that CCV can be performed accurately. Additionally, most 
theoretical parts of this work are based on the assumption that accounting figures ex-
hibit a very high quality in the sense of CCV. 
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impossible to revalue all items. However, some progress can be made in this di-
rection. 

Contrary to a widespread belief, accounting differences also have an impact on 
cash flows. There is a direct influence because the amount of taxes paid – which is 
an outflow of cash – crucially depends on the accounting choices of a company.47 
Moreover, an indirect influence also exists because accounting choices affect the 
classification of different cash flows. For example, if leases are classified as oper-
ating leases under US-GAAP the whole lease payments are regarded as operating 
cash flow. If they are classified as capital leases then the repayment of the debt 
component of the lease payments is regarded as financing cash flow. Differences 
in cash flow classifications also arise depending on whether items are capitalised 
or expensed, e.g. if expensing is chosen for an item then operating cash flow is 
more negatively affected. From the point of view of CCV, no adjustments are nec-
essary for the taxes paid because they are real cash outflows. As long as free cash 
flows serve as a basis of reference, reclassifications are not necessary either (see 
Penman, 2001: 606. As regards the problems of using free cash flows as a basis of 
reference, see section 4.2.1). This is the case because the calculation scheme for 
free cash flows does not follow the accounting scheme. Contrary to this, if operat-
ing cash flows serve as a basis of reference, then some adjustments might be ad-
visable. 

It is important to note that all adjustments have to be done consistently for the 
target company as well as for the comparable companies. In this context, it be-
comes obvious that the use of different accounting principles (IAS/IFRS, US-
GAAP, German GAAP, etc.) for different comparable companies or the target 
company clearly hampers the restatement of accounting figures. Since German 
GAAP is a rather creditor-oriented system and therefore many adjustments are 
necessary to create (equity-) investor-oriented figures, the German Society of In-
vestment Appraisers and Asset Managers (DVFA) established a system on how to 
adjust earnings (see Busse von Colbe, 2000). This scheme is often used in CCVs 
(see Löhnert and Böckmann, 2005: 411). 
(2) The second problem is that a lack of data complicates the adjustment 
process. This is a general problem in financial statement analysis. In most cases it 
concerns off-balance sheet adjustments. For example, the reclassification of oper-
ating leases to capital leases typically requires the appraiser to estimate certain 
value determining factors that are not disclosed. Additionally, as mentioned 
above, it concerns some already recorded items, too: The revaluation of single as-
sets is only possible as long as market values are observable and available (see 
White et al., 2003: 246-248, 621; Bernstein and Wild, 1998: 175-178, 184, 189-

                                                           
47  Certainly, taxes payable are determined based on tax accounting rules. However, in 

Germany the tax and financial accounts are interdependent due to the so-called “au-
thoritative principle” (steuerliches Maßgeblichkeitsprinzip). This means that financial 
statement accounting rules (at least those applied on an unconsolidated basis, i.e. 
German GAAP) largely determine the tax accounting. As a consequence, financial 
accounting choices directly affect the amount of taxes payable. 
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190, 192-193). The availability of data may differ for different accounting stan-
dards. 

After the basic adjustment operations are conducted, accounting variables can 
principally serve as an economicly reasonable basis of reference. However, as out-
lined above, there is still room for accounting discretion and consequently for dif-
ferent interpretations of economic reality. A phenomenon that is often experi-
enced, even after the basic adjustments, is that companies with similar operations 
have very different reported figures due to differences still remaining in account-
ing choices. Typically, problems arise when dealing with last-in-first-out (LIFO) 
versus first-in-first-out (FIFO) inventory valuation methods, the depreciation 
methodology as well as the determination of the useful life, the methods used to 
account for intercorporate investments (cost, equity or consolidation method), the 
employee stock option accounting, the retirement benefit accounting and other 
management accounting choices such as the timely recognition of sales and cost or 
the use of provisions (see White et al., 2003: 621-628, 631-636). To better handle 
that problem in CCV, appraisers have to adhere to one important rule: The ac-
counting variables that serve as bases of reference not only have to be adjusted so 
that they represent economic reality, they also have to be adjusted so that they rep-
resent economic reality in an identical manner for all firms. This means that ad-
justments have to be done consistently for all companies that are part of the valua-
tion process (see Löhnert and Böckmann, 2005: 416; ASA, 2002: 7, 32). 

The outlines of accounting quality, thus far, can only offer a rough insight into 
the accounting facets of CCV. However, the focus of this work is clearly on the 
economic aspects of CCV. Therefore, no in-depth discussion about accounting as-
pects is conducted. Moreover, the assumption of perfect quality of accounting 
variables underlies the theoretical part throughout (chapter 2, 3 and 4).48 

2.4.2 Aggregating the Peer Group Results 

Another important issue in CCV is how to aggregate the peer group results if there 
is more than one comparable company. There are typically four different methods 
of putting together the data of comparable companies in order to create the substi-
tute for the target company: (1) determining the arithmetic mean of the multiples, 
(2) the median of the multiples, (3) the harmonic mean of the multiples or – last, 
but not least – (4) applying a regression approach. The arithmetic mean of the 
multiples is simply the average of the computed multiples. It is calculated as the 
sum of all the observed outcomes divided by the total number of observations (see 
Berck and Sydsæter, 2000: 27). In the context of single-factor comparable com-
pany valuation, this leads to the following aggregation equation: 

                                                           
48  For a more detailed discussion of the accounting challenges in the context of financial 

statement analysis and CCV, see White et al. (2003); Bernstein and Wild (1998); 
Peemöller (2003); Krolle et al. (2005). 
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 with m being the number of comparable companies 
 
A problem using the arithmetic mean is that if single data points are very far 

away from the rest of the multiples (outliers), the mean will then be strongly influ-
enced by these outliers. In such cases, the median is a better measure because it is 
quite resistant to such outliers. In the case of CCV, the median is either the middle 
score of the multiples ranked in ascending order (for an uneven number of multi-
ples) or the average of two middles (for an even number of multiples): 
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 that are ranked in order of value. 

The third aggregation method is the harmonic mean. It is computed as the re-
ciprocal of the average of the reciprocals of the multiples (see Berck and Sy-
dsæter, 2000: 27): 
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Effectively, it is the multiple of a portfolio, which consists of the same amount 

of funds invested in terms of the basis of reference in every comparable company 
(see Pratt, 2001: 133). 

Finally, the regression approach aggregates the multiples by determining a line 
of best fit. This line is such that it minimises the squares of the residuals of all ob-
servations. An example for this approach can be found in section 4.3.2. An advan-
tage of the regression approach is that it allows a reasonable calculation of corpo-
rate values if the basis of reference is zero or even negative (if the regression 
model does not restrict the intercept to be zero).49 

The arithmetic mean is the most popular of all the aggregation methods out-
lined above. This is largely due to its simplicity. It is a reasonable approach espe-
cially if the computed multiples of the individual comparable companies are not 
very dispersed or if this dispersion follows a normal distribution. While it can be 
verified easily without any in-depth analysis as to whether the first condition 

                                                           
49  Another aggregation method is the value weighted mean, see Herrmann (2002: 105). 

However, because of its low practical relevance it is not discussed in details here. 
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holds, the existence of normal distribution is rather difficult to verify because of 
the typically small number of comparable companies.50 Additionally, in small 
samples single outliers can dramatically change the degree of skewness of the dis-
tribution. Therefore, it is more appropriate and economicly sound to use the me-
dian in any case, if the multiples of the comparable companies are dispersed (see 
Damodaran, 2002: 459-460; Schwetzler, 2003: 88). Furthermore, rule of thumb 
advises appraisers to use the median rather than the arithmetic mean if the sample 
of the comparable companies is very small (equal to or less than 4 companies as a 
rule). 

Often, and for a number of reasons, the harmonic mean is denoted a very attrac-
tive alternative in peer group aggregations from a theoretical point of view (see 
Schwetzler, 2003: 88-89; Pratt, 2001: 133). First, the harmonic mean is in accord 
with the fact that the cost of equity (which are negatively correlated to the corpo-
rate values and the respective multiples and therefore their behaviour is basically 
similar to the reciprocals of the multiples) are additive in the CAPM world (see 
Schwetzler, 2003: 89). Second, it is a more conservative measure of central ten-
dency than the arithmetic mean and does not suffer from the upward bias that is 
associated with other aggregation methods (see Baker and Ruback, 1999: 16; 
Beatty et al., 1999: 182). Finally, the use of the harmonic mean is also supported 
by the results of some empirical studies, which compare the pricing accuracy of 
multiples using different aggregation variants (see Baker and Ruback, 1999: 16, 
20; Beatty et al., 1999: 182; Liu et al., 2002: 22). A problem with the harmonic 
mean is, however, that it consequently overweights the low priced comparable 
companies, which might not be in accordance with economic reality. For all three 
aggregation methods discussed thus far it is important to consider that, if there are 
negative-earnings companies as part of the sample, the aggregation has to be done 
at the accounting variable level and not at the multiples level. Failing to do this 
might lead to the computation of biased aggregated multiples (see Benninga and 
Sarig, 1997: 314-317). 

The regression approach is a reasonable approach only if the sample of compa-
rable companies is large enough to allow accurate results. Additionally, because of 
its relative complexity compared to the other methods, it is typically only used if 
the intercept is intentionally not restricted to zero or if the valuation model com-
prises more than one factor (see Meitner, 2003; Meitner, 2004). 

Figure 2 visualises the impact of different aggregation methods on the determi-
nation of the PE ratio. The PE ratio is the slope of the respective aggregation line. 
However, the results presented here for a fictitious set of companies A to K are not 
restricted to the PE ratio. They are principally the same for all single-factor mod-
els and also some of the multi-factor models. In the figure, the PE ratios are indi-
cated in brackets for every single company. Company B, for example, has a PE ra-
tio of 27.8 which would also be the tangent of the grey coloured angle α (=tan α) 
in the origin, assuming that the two axes are equally scaled. The general principle 

                                                           
50  This is a problem because the “central limit theorem”, which postulates that the prob-

ability of data being normally distributed increases with the number of observations, 
cannot be applied here; see Hogg and Craig (1995: 246-253). 
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is: The bigger the angle in the origin for a company, the higher the PE ratio. Obvi-
ously, the sample suffers from two outliers (company A and B) which both have a 
very steep slope seen from the origin. As a result, the sample median noticeably 
deviates from the arithmetic mean. The harmonic mean lies between the arithmetic 
mean and the median. Unlike the median it considers the existence of the outliers, 
but unlike the arithmetic mean it does not weight them that strongly. The regres-
sion approach delivers totally different valuation results, especially in – but not 
limited to – the low earnings brackets. Its PE-line does not include the origin and 
the slope is much flatter. 

Fig. 2. PE ratio for different aggregation methods 
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Source: ZEW 

Regardless of the technical aspects of putting together the comparable compa-
nies’ data, it is important to note that the aggregation problem only exists if the 
comparable companies are not perfectly similar as required by the valuation model 
and/or the factual degree of capital market efficiency allows for mispricing of sin-
gle companies. Actually, both situations more or less mirror the circumstances in 
real valuation settings. Additionally, certain valuation models require the use of a 
special aggregation method. Thus, from an economic point of view, it is necessary 
to have a closer look at the circumstances surrounding the valuation process to 
identify the benefits and applicability of each particular aggregation approach in 
the context of CCV. This will be done in the remainder of this section. 

 
Provision for the degree of similarity of comparable companies 
In some cases appraisers have to rely on a more or less heterogeneous group of 
comparable companies. Usually, CCV requires them to include only companies 
that meet the high requirements of similarity but in some valuation settings such 
companies are simply not available. Companies can only be put into the peer 
group if they do not deviate too much from the target company. Additionally, it is 
appreciable that these companies on average equal the target company. That 
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means that none of the value-driving variables is different in one specific direction 
between both groups of companies.51 Nevertheless, the more heterogeneous the 
sample is, the more accurate it is to use the median instead of the arithmetic mean 
because the risk of the existence of outliers grows with rising heterogeneity. Ap-
plying the harmonic mean instead of the arithmetic mean is also more reasonable 
if companies tend to be heterogeneous. Furthermore, the regression approach is no 
longer appropriate if the sample is not homogeneous. Finally, the choice between 
harmonic mean and median is not affected by the degree of similarity of the peer 
group companies. 

 
Provision for factual market efficiency 
The degree of market efficiency also determines the aggregation method for the 
peer group multiples. Market efficiency is a measure of the extent to which infor-
mation is reflected in prices. Even in the strongest form of market efficiency, not 
every company is necessarily priced correctly but all companies are on average 
priced correctly, which means that companies’ multiples are either tightly clus-
tered and/or any mispricing is normally distributed around the intrinsic value (see 
Fama, 1976: 144; Damodaran, 2002: 113; Eidel, 2000: 13). With decreasing de-
gree of market efficiency, however, the risk of systematic mispricing increases. 
This, in turn, increases the probability of the peer group sample being affected by 
outliers.52 Thus, the more the relevant market is inefficient the more are appraisers 
advised to apply the harmonic mean or the median instead of the arithmetic mean. 
It is also reasonable to set the application of the regressional approach aside if 
there is an observed skewness in the sample. Again, market efficiency does not in-
fluence the choice between harmonic mean and median. 

 
Provision for the applied valuation model 
While single-factor models typically allow for all aggregation methods outlined 
above, some multi-factor models do not. Certainly, multi-factor models like the 
PEG ratio or combinations of single-factor models are principally open to any ag-
gregation mechanism. However, multi-factor models that rely on regression based 
factor sensitivities are restricted to use the regression approach in peer group ag-
gregation, too. The derivation and discussion of such a model is presented in sec-
tion 4.3.2. 

2.4.3 Premiums and Discounts 

In some cases the choice of the appropriate aggregation method cannot totally 
remedy the differences between the peer group and the target company. Addition-
ally, sometimes the purpose of valuation is such that market prices are not an ade-
quate basis for determining the corporate value. In such situations, the use of pre-

                                                           
51  See section 3.1.1 for an in-depth analysis of the similarity of companies. 
52  See section 3.1.2 for an in-depth analysis of the influence of market efficiency on the 

CCV process. 
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miums and discounts is a way of adjusting the computed value of the target com-
pany to yield better valuation results. 

Analysts and investors regard the determination of appropriate premiums and 
discounts as a very difficult task in CCV. A survey among 203 financial analysts 
and institutional investors, conducted as part of the monthly financial market sur-
vey of the Centre for European Economic Research (ZEW) (see Beckmann et al., 
2003), reveals that almost 60 % of all respondents find it problematic to ex post 
adjust the result of CCV (answer categories 4 and 5). In contrast, only 13 % do not 
expect any major problems arising from this procedure (answer categories 1 and 
2) (see Beckmann et al., 2003: 104-105). This is highlighted in Figure 3. 

Fig. 3. Premiums and discounts in the eyes of analysts and investors 

Question: How would you assess the
ex post adjustment of CCV results

(premiums and discounts)?

0% 20% 40% 60% 80% 100%

1 2 3 4 5

1=not at
all problematic

5=extremely
problematic task3=indifferent

Σ: 203 financial analysts and institutional investors January 2003
 

Source: ZEW 

Below, some circumstances are discussed where the use of premiums and dis-
counts is appropriate. However, it is important to note that such adjustments are a 
very delicate issue. They require a great deal of subjectivity and therefore provide 
room for misvaluations and even manipulations. CCV should rather be declared 
failed if there is a lack of comparable companies, than be performed under the use 
of overly discretionary premiums or discounts. 

 
Adjustments due to existing differences between peer group and target 
Sometimes there are systematic minor differences in the nature of the peer group 
and the target company, resulting in a higher value of the target than of the aver-
age peer group company. In such situations it might be appropriate to adjust the 



44      2  Foundations of Comparable Company Valuation 

appraisal value (that is determined based on CCV) of the target upward by adding 
a premium. Such differences exist, e.g., if a company is more profitable than the 
comparable companies or if it has certain competitive advantages that other peer 
group companies do not have. Contrary to this, if a company performs principally 
worse than the rest of the peer group or has a weaker strategic and competitive po-
sition, then the application of a discount would probably be appropriate (see 
Peemöller et al., 2002: 206). 

However, because of the high level of subjectivity that is associated with such 
adjustments, appraisers should be very careful in applying premiums and dis-
counts due to differences between the peer group and the target (see Hillebrandt, 
2001: 619). Moreover, in such a situation it is very important to assess whether it 
is still justified to call the peer group “comparable companies”. In fact, in some 
cases the differences between target and peer group are too big and, thus, a rea-
sonable CCV is no longer possible.53 

 
Adjustments due to existing differences between price and value 
Even if there are no systematic differences between the group of comparable com-
panies and the target company, there might be demand for value adjustments. A 
typical application of premiums and discounts is the situation in which the corpo-
rate value deviates from the price of the company. Bearing in mind that prices de-
termined at stock markets typically reflect the value of minority shares, there 
might be a need for upward adjustments if the appraiser is interested in the value 
of a controlling interest – this adjustment is called the control premium (see Pratt, 
2001: 136-144). To determine the control premium appraisers often have to rely 
on historical data. Based on such data, premiums are determined by comparing the 
price paid in an acquisition of a controlling interest compared with the public 
market trading price just prior to the announcement of that acquisition. Studies for 
the US stock market show a yearly premiums’ median of about 30-35 % and an 
unweighted arithmetic mean of about 40 % (see Pratt, 2001: 139; Hanouna et al., 
2001; Gaughan, 1999: 520). In Europe, premiums are slightly lower. They average 
at about 30 %.54 It is, however, important to note that control premiums are not 
necessarily stable over time but are rather positively related to the general level of 
stock prices (see Schwenker, 2001: 9). For example, at the top of the stock market 
boom average acquisition premiums rose up to 50 % (September 2000) (see 
Heller, 2001. Meanwhile, premiums of most transactions have returned to moder-
ate levels, see Ecker and Ehren, 2004: 89). 

Consequently, the empirical evidence can be only a rough indicator for the 
height of the premium that should currently be included in CCVs. Appraisers need 
to have a good sense of how capital markets work, in order to accurately adjust 
market prices so that they can determine the value of a controlling interest. 

                                                           
53  See section 3.1.1 for a discussion about the similarity requirements of comparable 

companies depending on the applied valuation model. 
54  See Schwenker (2001: 9). Franks et al. (1988) reported an average premium of about 

30 % for cash-financed deals and of about 15 % for stock-financed deals in the UK-
market. 
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Literature sometimes names the opposite of a control premium – a minority 
discount – as another adjustment mechanism, which might be appropriate in CCV 
(see Pratt, 2001: 136-137). However, as far as the peer group consists of publicly 
listed companies this variant is of no paramount importance in real valuation set-
tings. Consequently, no stress is put on that issue here. 

 
Adjustments depending on the market structure 
Another case of common usage of premiums and discounts is that of differences in 
the stock market liquidity of the target company and the comparable company. 
Such a difference typically arises when valuing private companies via the market 
approach (i.e. the shares of the target cannot be freely traded in a timely manner). 
However, it can also arise when the market allows the shares of the target com-
pany to only be thinly traded. This lack of liquidity and/or marketability of the 
target company typically results in a corporate value that is lower than it would be 
if shares are publicly traded especially because of higher transaction and opportu-
nity costs. Consequently, appraisers have to downward adjust the value computed 
by CCV in order to yield a more realistic corporate value (discount for lack of 
marketability or discount for lack of liquidity) (see Pratt, 2001: 145-155). Empiri-
cal studies found that these discounts are substantial in size. Examinations that 
compare restricted stocks with publicly traded stocks of the same company re-
vealed an average discount of about 30-35 % for the US stock market (see Pratt et 
al., 2000: 404; Nowak, 2000: 168). 

It is important to note that there is no formal link between control premiums 
and marketability discounts. Both phenomena can arise independently from each 
other and therefore have to be analysed independently from each other (see Booth, 
2001: 5-6). 





 

3 Interrelation of Comparable Company Selection 
and Valuation Model Choice 

The two core-tasks of CCV are the selection of comparable companies and the 
choice of an appropriate valuation model. While the first one deals with compos-
ing the sample of companies, the second involves choosing between single-factor 
and multi-factor models as well as selecting the appropriate reference variables. A 
survey among 203 financial analysts and institutional investors, conducted as part 
of the ZEW-financial market survey in 2003 (see Beckmann et al., 2003), revealed 
that both procedures are challenging tasks. More than 40 % of the interviewees re-
gard the peer group selection as problematic (answer categories 4 and 5), while 
even 50 % admitted that the valuation model choice is associated with problems 
(answer categories 4 and 5). The percentage of those who see both tasks as rather 
uncomplicated assignments (answer categories 1 and 2) is only 21 with regard to 
the comparable company selection, resp. 20 for the valuation model choice (see 
Beckmann et al., 2003: 104). A graphical depiction of these results is provided in 
Figures 4 and 5. 

Some authors describe comparable company selection and valuation model 
choice as separate tasks. In most cases they recommend starting with the company 
selection, then switching over to the valuation model choice.55 However, compa-
rable company selection and valuation model choice are in no way two independ-
ent steps of the CCV approach, but rather closely connected tasks (see Herrmann, 
2002: 99). It is not possible to appropriately carry out one of these tasks without 
considering the other task. More precisely, there is a strong interrelation between 
the two main parts of the CCV process, which has to be considered by appraisers. 
This interrelation, in turn, makes CCV an ambitious valuation approach with high 
economic requirements to be met. 

The remainder of this section involves a discussion of both comparable com-
pany selection and valuation model choice, with the focus on a detailed descrip-
tion of the determinants that influence the handling of each of these two tasks. 
Based on that, the section provides insights into the interaction between peer 
 

                                                           
55  See e.g. Barthel (1996: 156); Peemöller et al. (2002: 203-205); Schmidbauer (2004: 

150); Küting and Eidel (1999: 229); Böcking and Nowak (1999: 171). Löhnert and 
Böckmann (2005: 411) recommend starting with the model selection and composing 
the peer group afterwards. 
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Fig. 4. Comparable company selection (in the eyes of analysts and investors) 

Question: How would you assess the selection of 
comparable companies in CCV?
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1 2 3 4 5

1=not at
all problematic

5=extremely
problematic task3=indifferent

Σ: 203 financial analysts and institutional investors January 2003
 

Source: ZEW 

Fig. 5. Valuation model choice (in the eyes of analysts and investors) 

Question: How would you assess the choice of an 
appropriate valuation model in CCV?

0% 20% 40% 60% 80% 100%

1 2 3 4 5

1=not at
all problematic

5=extremely
problematic task3=indifferent

Σ: 203 financial analysts and institutional investors January 2003
 

Source: ZEW 



3.1  Determinants of Comparable Company Selection      49 

group selection and valuation model choice. Special emphasis is put on how deci-
sions in one task affect the decisions in the other task. The section closes with 
guidance on how the two core-parts of CCV should be performed given various 
different external circumstances. 

3.1 Determinants of Comparable Company Selection 

The selection of comparable companies is mainly driven by two external determi-
nants. The first one is the degree of similarity between the peer group companies 
and the target company. This factor is a function of the availability of comparable 
companies in real valuation settings. The second determinant is the degree of effi-
ciency and pricing quality in the capital market relevant for the valuation of the 
target company. 

3.1.1 Degree of Similarity of the Peer Group Companies 

All articles, books and academic papers about CCV agree that comparable compa-
nies must have similar characteristics to the target company. However, results are 
mixed regarding which specific characteristics should be concordant. In particular, 
two different general approaches exist to assess this similarity. The first one is a 
theory-driven approach based on valuation model implications, while the second 
one is a rather practice-oriented non-technical approach.  

 
Valuation theory driven approach to assessing the similarity of companies 
In the theory-driven approach the selection of peer group companies is attributed 
to the basic idea of the Gordon growth model (Equation 2.2). By comparing CCV 
models with this direct valuation model, it becomes clear which characteristics 
companies should exhibit to serve as comparable companies in CCV. For single-
factor models this is indicated by the general Equation 2.9. However, dependent 
on the specific CCV model, the concrete determinants of similarity might vary due 
to technical rearrangement of the respective valuation equation and changing eco-
nomic consequences. A more detailed description of the link between the Gordon 
growth model and selected single-factor models should clarify the similarity re-
quirements prescribed by that approach.56 

                                                           
56  See Damodaran (2001a: 251-352); Damodaran (2002: 460-462, 470-472, 514-515 

and 545-547); Richter (2002: 53). Similar analysis is provided by Herrmann (2002: 
98-100, 125-184); Richter and Timmreck (2000: 279) and Moser and Auge-Dickhut 
(2003: 215-218). The latter three sources provide a detailed analysis of the fundamen-
tal determinants of certain single-factor models. Their approaches especially highlight 
the importance of multiple different growth stages and are therefore far more complex 
in nature than the approach provided here. However, for the determination of the 
similarity criteria it is sufficient – and even more target-oriented – to rely on the basic 
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The right hand side of Equation 3.1 highlights the determinants for the required 
similarity of comparable companies when using the trailing PE ratio. This equa-
tion is the result of a simple rearrangement of Equation 2.2.57 

( ) ( )( ) ( ) ( )1 1 1
1PRICE NI DIV NI g c get t t t

− − −
⋅ = ⋅ ⋅ + ⋅ −  (3.1) 

Thus far, the similarity requirements are: identical payout ratio, identical 
growth rate and identical cost of equity. Additionally assuming that the clean sur-
plus relation holds, however, eliminates the influence the payout ratio has58 and 
leads to the final similarity requirements: 

( ) ( )1
;PRICE NI f c get t

−
⋅ =  

 with  / 0PRICE ceΔ Δ <  and / 0PRICE gΔ Δ >  
The elasticities show how minor differences in one similarity criterion of the 

target company compared to the comparable companies affect the price of the tar-
get company. 

Equation 3.2, which is also called the Gordon/Shapiro equation (see Beaver and 
Morse, 1978: 65; Damodaran, 2002: 471), see also Equation 2.5, shows the func-
tional relationship for the (one year ahead) leading PE ratio: 

( ) ( ) ( )1 1 1
1 1 1PRICE NI DIV NI c get t t t

− − −
⋅ = ⋅ ⋅ −+ + +

⎛ ⎞
⎜ ⎟
⎝ ⎠

 (3.2) 

 
Again, the impact of the payout ratio can be eliminated as a comparability crite-

rion by assuming a clean surplus relation. It becomes obvious that, except from a 
different intensity of the influence of the growth rate, the requirements are identi-
cal to that of the trailing PE ratio: 

                                                                                                                                     
Gordon growth model. This will become clearer when the economic determinants of 
corporate growth are analysed more in- depth in section 4.2.2.4 and 4.2.2.5. 

57  Note that the corporate value is now substituted by the stock price, since no differ-
ences are assumed between equity value and market price for the formal analyses. 

58  See Lundholm (1995: 752). The clean surplus relation means that only capital contri-
butions, dividends and the profit or loss reported in the income statement can change 
the amount of owners’ equity. To put it differently, all revenues and expenses have to 
be recorded on the income statement. For IAS/IFRS, US-GAAP and German GAAP 
the clean surplus relation only holds approximately. That in turn means that all three 
accounting regimes slightly tolerate a “dirty” surplus accounting. In this context, it 
has been shown that the accounting does not necessarily have to be clean surplus in 
order for the payout ratio being irrelevant, see Yee (2005). To conclude, the payout 
ratio is possibly not totally meaningless for the PE ratio. However, it can be assumed 
that its importance is limited. 
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( ) ( )1
;PRICE NI f c get t

−
⋅ =  

 with  / 0PRICE ceΔ Δ <  and / 0PRICE gΔ Δ >  

The differences in the impact of the growth rate are due to the lower price elas-
ticity of the growth rate in the case of the leading PE ratio compared to the trailing 
PE ratio. This makes the leading PE ratio less sensitive to differences in the 
growth rate between the target company and the comparable companies than the 
trailing PE ratio. 

Proceeding in the same way for the price book (PB) ratio reveals the following 
relationship (see Damodaran, 2002: 514-515; Kuhlmann, 2005: 97-98): 

( ) ( ) ( )11 1
1 1 1PRICE EQUT DIV NI ROE c get t t t t

−− −
⋅ = ⋅ ⋅ ⋅ −+ + +

⎛ ⎞
⎜ ⎟
⎝ ⎠

 (3.3) 

 

 with  ( ) 1
1 1ROE NI EQUTtt t

−
= ⋅+ +  

 
Under the assumption of the existence of the clean surplus relation – which 

again leads to the elimination of the payout ratio – the similarity requirements are 
as follows: 

( ) ( )1
; ;PRICE EQUT f ROE c get t

−
⋅ =  

 with  / 0PRICE ROEΔ Δ > and / 0PRICE ceΔ Δ <  and 
/ 0PRICE gΔ Δ >  

Table 1 exhibits the functional relationship, the similarity requirements and the 
elasticities for several other commonly used single-factor models. As can be seen, 
the higher the position of the reference variable in the income statement, the 
higher the requirements for the comparable company selection. While the PE ratio 
only requires the growth rate and cost of equity to be similar, the EV/EBIT ratio 
additionally requires the EBIT-earnings-margin – and therefore primarily the fi-
nancing activities – to show a resemblance. The EV/SALES  ratio even requires 
the profit margin to be alike (see also Moser and Auge-Dickhut, 2003: 20; Damo-
daran, 2002: 461; Herrmann, 2002: 52-53, 99). 
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Table 1. Similarity requirements for selected single-factor models 

Reference 
variable Functional relationship Elasticities 

Cash flow 
( ) ( ) ( )1 1

1PRICE CFO g c get t
− −

⋅ = + ⋅ −
 

/ 0PRICE ceΔ Δ <  

/ 0PRICE gΔ Δ >  

 similarity requirements: ce , g  

EBITa 

( ) 1
t tEV EBIT −⋅ =  

( ) ( ) ( )1 1
1NI EBIT g wacc gt t

− −
= ⋅ ⋅ + ⋅ −⎡ ⎤

⎢ ⎥⎣ ⎦
 

/ 0EV waccΔ Δ <  

/ 0EV gΔ Δ >  

( )( )/ / 0EV NI EBITt tΔ Δ >  

 similarity requirements: wacc, g , ( )/t tNI EBIT  

EBITDAa 

( ) 1
EV EBITDAt t

−
⋅ =  

( ) ( ) ( )1 1
1NI EBITDA g wacc gt t

− −
= ⋅ ⋅ + ⋅ −⎡ ⎤

⎢ ⎥⎣ ⎦
 

/ 0EV waccΔ Δ <  

/ 0EV gΔ Δ >  

( )( )/ / 0EV NI EBITDAt tΔ Δ >  

 similarity requirements: wacc, g , ( )/NI EBITDAt t  

SALESa,b 

( ) 1
t tEV SALES −⋅ =  

( ) ( ) ( )1 1
1X SALES g wacc gt t

− −
= ⋅ ⋅ + ⋅ −⎡ ⎤

⎢ ⎥⎣ ⎦
 

/ 0EV waccΔ Δ <  

/ 0EV gΔ Δ >  

( )( )/ / 0EV NI SALESt tΔ Δ >  

 similarity requirements: wacc, g , ( )/NI SALESt t  

EV= Enterprise Value, CFO = Operating Cash Flow, EBIT = Earnings before Interest and 
Taxes, EBITDA = Earnings before Interest, Taxes, Depreciation and Amortization, wacc = 
weighted average cost of capital. 
a These reference variables are determined before considering the financing of the company, 
i.e. before interests. Consequently they belong to all capital providers, debt and equity hol-
ders, and therefore they have to be set in relation to the value of the company as a whole: 
the enterprise value EV. Note: In all these cases it is assumed that the clean surplus relation 
holds. b Sometimes appraisers apply a price/sales ratio in CCV. This, however, is inconsis-
tent with valuation theory since sales are determined before financing and therefore have to 
be set in relation to the value of all capital providers, which is the enterprise value EV. A 
thorough discussion about this issue can be found in section 3.2.1.2. 
Sources: Damodaran, 2002: 460-462, 470-472, 514-515 and 545-547, ZEW. 
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Practice-oriented approach to assessing the similarity of companies 
Contrary to the first approach, this approach aims to determine the group of com-
parable companies by simply looking for similarities in the corporate structure, 
strategic position or the business model of the company. These similarities corre-
spond (but are not limited) to the following criteria (see Barthel, 1996: 150; 
Bausch, 2000: 455; Cheridito and Hadewicz, 2001: 322; Löhnert and Böckmann, 
2005: 414; Peemöller et al., 2002: 204-205; Schmidbauer, 2004: 150; Damodaran, 
2001a: 266; Böcking and Nowak, 1999: 171): 

 
products or services offered, depth of the value added process, in-
dustry and type of business, share in key markets, technological 
level of products (low end, mid range, high end technology), tech-
nological level of infrastructure, distribution channels and type of 
customers, position in and length of product life cycle, degree of 
competition in the respective industry, influence of competitors, de-
gree of product diversification, legal environment, tax situation of 
the company and its shareholders, regional revenue distribution, 
quality and experience of management, size of the company, legal 
form of the company, capital market orientation (public or private 
company), capital structure, operational risk (business risk) 

 
Considering the limited number of public companies in reality, it becomes ob-

vious that it is difficult to find firms that perfectly match in all of these criteria. 
However, some possibilities exist to deal with that problem in practice. 
(1) Many of the criteria cited above can be substituted by simply considering 
the “industry” criterion (see Löhnert and Böckmann, 2005: 414-415; Wagner, 
2005: 14). Usually, all companies in one industry face the same depth of the value 
added process, the same position in and length of the product life cycle, identical 
degree of competition, identical competitors etc. Of course, there are also certain 
criteria that cannot be summarised by the industry criterion. These are, e.g., the 
market share, the size of the company and the capital structure. Nevertheless, to 
include the industry as a selection criterion dramatically simplifies the composi-
tion of the peer group. 
(2) Not all criteria are equally weighted. Some are more important than oth-
ers and therefore the similarity in these criteria is more highly appreciated (see 
Cheridito and Hadewicz, 2001: 322). Except for the accepted dominating role of 
“industry classification”, however, guidelines offer little advice as to which of the 
characteristics listed above is of higher importance and which is of lower impor-
tance in the process of selecting comparable companies. 
(3) Similarity does not necessarily mean that the companies must be identical 
but rather that relevant criteria should be “alike”.59 Consequently, appraisers al-
ways have some sort of discretion when composing the peer group. However, ap-

                                                           
59  In this context Hickmann and Petry stated: “While the comparable firms are not iden-

tical, they are similar and should therefore have similar prices”, Hickmann and Petry 
(1990: 77); see also Nowak (2000: 16); ASA (2002: 12). 
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praisers are advised to be very careful with that discretion. In case of doubt 
whether a company deviates too much from the target company in one criterion, 
that company should be excluded from the peer group rather than included. 

 
Comparison of both approaches 
At first glance these two approaches seem to be highly different. However, a 
closer look on the fundamental idea of each approach reveals the connection be-
tween them. Obviously, the theory-driven approach is economicly reasonable. By 
using accredited valuation models as a reference – and therefore linking CCV to 
direct valuation methods – this approach provides a closed valuation framework. 
Assuming that the Gordon growth model is a theoretically sound valuation model 
inevitably leads to the conclusion that the valuation theory-driven approach is 
theoretically sound, too. The limit of the practical applicability of this approach, 
however, lies in the imperfections of real valuation settings. Taking into account 
that individuals typically have a limited forecasting ability, it becomes obvious 
that the determination of some of the similarity characteristics is a difficult and 
sometimes even an unrealisable task. To call a spade a spade: The main problem is 
the accurate specification of the long-term growth rate since it requires appraisers 
to forecast the future cash flows of each company for a longer time horizon.60 

That is where the practice-oriented approach comes into play. By relying on di-
rectly observable, readily available similarity characteristics, the forecasting prob-
lem is totally eliminated. Most of these observable characteristics should serve as 
a substitute for the long-term growth rate (see Peemöller et al., 2002: 204). The 
main idea behind that approach is that companies with certain identical observable 
characteristics should have similar long-term growth rates. 

However, the use of the practice-oriented approach is a double-edged sword. 
On the one hand, it is important to select only those characteristics that reasonably 
contribute to the substitution of the growth rate because otherwise the number of 
comparable companies would be unnecessarily reduced. On the other hand, the 
appraiser should ensure that they include all characteristics that serve as a substi-
tute for the long-term growth rate since otherwise the sample may possibly include 
companies that are dissimilar to the target company. As a consequence, the prac-
tice-oriented approach is possibly but not necessarily a reasonable comparable 
company selection mechanism. Since there is neither empirical evidence that 
could serve as a benchmark nor any publicly accepted, self-contained list of char-
acteristics to be accounted for, this approach provides space for misusing CCV. 
Thus, one conclusion is that appraisers have certain discretion in selecting the peer 
group when applying the practice-oriented approach, which might lead to inaccu-
racies or even to manipulations of the valuation results. 

 
Similarity criteria for multi-factor models 
The similarity criteria for multi-factor models are usually lower than for single-
factor models. This is the case because the aim of multi-factor models is to trans-

                                                           
60  An in-depth analysis of the determinants of the long-term growth rate and the prob-

lems of predicting it can be found in sections 4.2.2.4 and 4.2.2.5. 
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fer certain similarity criteria directly into the valuation model. This is consistent 
with the overall principle of the development of CCV from immediate valuation 
models over single-factor valuation models to multi-factor valuation models: The 
more factors are explicitly part of the valuation model, the less similarity determi-
nants are necessary. However, multi-factor models do not always succeed in to-
tally eliminating similarity determinants. This becomes obvious when taking a 
closer view on the PEG ratio that at best only provides a small improvement – if 
any at all – compared to single-factor models.61  

From the standpoint of comparable company selection the message is clear: It 
is desirable to develop a CCV model that has few and – if possible – directly ob-
servable comparable company selection criteria. In the best case, principally all 
companies can serve as a comparable company with the consequence that no simi-
larity requirements are necessary. However, the development of powerful multi-
factor models is not only determined by an uncomplicated comparable company 
selection process but also by other factors discussed later in this section. 

3.1.2 Degree of Market Efficiency and Pricing Quality 

3.1.2.1 Financial Theory 

The existence of a certain degree of capital market efficiency and pricing quality is 
a necessary pre-requisite for accurately performing CCV. There are several forms 
of market efficiency, including allocational, operational and informational market 
efficiency (see Copeland et al., 2005: 353-354). For CCV purposes the informa-
tional efficiency is of particular importance. A market is informationally efficient 
if prices always fully reflect all available information (see Fama, 1976: 133; Fama, 
1970: 383; Jones, 1998: 255). More precisely, “a market is efficient with respect 
to information set [Ut; the author] if it is impossible to make economic profits by 
trading on the basis of information set [Ut; the author]” (Jensen, 1978: 96). Conse-
quently, the degree of informational efficiency crucially determines how the in-
formation about future financial benefits of comparable companies flows into their 
market prices and, thus, finally influences the result of the CCV process. Below, 
the term market efficiency purely refers to informational market efficiency. 

Pricing quality is a more general term and refers to the degree to which stocks 
are mispriced. A stock is mispriced if its price deviates from its fair value. Market 
efficiency and pricing quality are highly related terms but, in fact, they are not 
identical. Market efficiency is always related to the information available. Thus, in 
an efficient market abnormal returns – and therefore cases of mispricing – are not 
possible on a systematic basis (see Gerke and Bank, 2003: 52, 93). However, the 
existence of an efficient market does not imply that there are no abnormal returns 
at all. Instead, it must be assumed that in an efficient market mispricing is possi-
ble, but its appearance is random and therefore not correlated to any value-

                                                           
61  See section 4.3.1.1. 
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determining variable.62 In an efficient market, the probability of a stock being un-
derpriced is equal to the probability of a stock being overpriced. None the less, on 
average stocks are priced correctly. 

The relationship between both terms is straightforward. Typically, a lower de-
gree of market efficiency involves a lower or at least a less-predictable pricing 
quality. If a market is not perfectly efficient, then stocks are not on average cor-
rectly priced. Thus, in such a market it is possible to earn abnormal returns on a 
systematic basis. That also means that in a market that is not perfectly efficient the 
probability of overpricing does not necessarily equal the probability of underpric-
ing. Therefore, the risk of the existence of generally overpriced or generally un-
derpriced assets is higher in an inefficient market. 

For purposes of CCV both market efficiency and pricing quality are important 
points. The following remarks will mainly focus on market efficiency since it is 
academically more intuitive to deal with available information. The academic de-
termination of pricing quality of single stocks is principally possible, but a market-
wide assessment would require the performance of a huge amount of individual 
accurate direct valuations and is therefore a nearly impossible task.63 Additionally, 
it is not necessary here to exclusively focus on pricing quality since this section 
comprises the respective conclusions that can be drawn from the analysis of mar-
ket efficiency for the pricing quality, and what these results mean in the context of 
CCV. 

The theory of market efficiency is often regarded – along with the development 
of the CAPM and the Modigliani-Miller irrelevance proposition – as one of the 
three most important concepts of classical finance on asset pricing (see e.g. Gilson 
and Kraakman, 2003: 5-7). The central declaration of market efficiency theory, the 
efficient market hypothesis (EMH), states that there will be an absence of arbi-
trage opportunities in markets populated by rational, profit maximising individu-
als.64 This, in turn, means that there are no trading systems or investment strategies 
that are based on the information set which can yield excess returns for any secu-

                                                           
62  “Contrary to popular view, market efficiency does not require that the market price be 

equal to true value at every point in time. All it requires is that errors in the market 
price be unbiased; prices can be greater than or less than true value, as long as these 
deviations are random.” Damodaran (2002: 113). See also Fama (1976: 144); Damo-
daran (2001a: 950); Eidel (2000: 13).  

63  A similar opinion is provided by Brav and Heaton (2003: 12-13). In chapter 2 it has 
been shown that principally powerful direct valuation models exist. However, the 
human factor in the application of these models often leads to inaccurate valuation re-
sults; see Gilson et al. (2000), Francis et al. (2000). It is also important to note that the 
determination of pricing quality requires an absolute, direct valuation model, not a 
relative pricing model, resp. arbitrage pricing model (the CCV models, typical deriva-
tive pricing models or the Arrow-Debreu approach are examples for the latter cate-
gory). The pricing quality of single stocks is also often referred to as “valuation effi-
ciency”, see Gerke and Rapp (1994: 10-12). 

64  See Fama (1976: 134-137); an interesting study about whether arbitrage is powerful 
enough to keep prices efficient can be found in De Long et al. (1990a). 
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rity j. This can also be put formally with regard to the available information set 
Ut:65 
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with  , 1j t tE PRICE U+⎡ ⎤⎣ ⎦  = the conditional expectation of the price of  
  the security j at time t+1, given the information set Ut. 

 , 1+j tEMV = the excess market value of security j at time t+1. 
Note: The correctness of Equation 3.4 can be seen using (#) the 
Linearity Condition and (*) the Tower Property together with the 
fact that tU  is (the biggest) sub-σ -algebra of tU  itself.66 
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For purposes of CCV this means that market efficiency is a necessary pre-
requisite to make the three arbitrage relations (Equations 2.7, 2.8 and 2.9) hold. To 
put it differently, even if appraisers manage to synthetically create similar assets, it 
still takes an efficient market for the arbitrage relations to be valid. However, the 
absence of an efficient market does not necessarily make CCV a defective valua-
tion approach. CCV can still deliver important information in a rather inefficient 
market. Nevertheless, it is important to first assess the magnitude of the deviation 
from perfect market efficiency in order to judge the applicability of CCV since 
this amount of deviation crucially determines how far prices presumably differ 
from the intrinsic value of a company.  

A closer look at the different forms that market efficiency can take on, particu-
larly as from the perspective of behavioural finance towards market efficiency, 
and a comparison of how information is considered differently in CCV and in di-
rect valuation approaches will shed more light on how to cope with market ineffi-
ciency in CCV. 
 
                                                           
65  The following is an extended version of the formal presentation of Fama (1970: 385). 
66  For further information about conditional expectations, see Williams (2001: 83-92). 
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Different forms of market efficiency 
The overall EMH is usually divided into three subhypotheses, which differ in the 
design of the information set. These three forms of the EMH are called the weak-
form, the semistrong-form and the strong-form EMH.67 

The weak-form EMH is based on the security market information set (also 
called the historical information set). This information set is composed of histori-
cal price data, historical rates of return, trading volume data and other historical 
market generated information. Historical corporate specific information is also 
part of the set. This form of the EMH assumes that current stock prices fully re-
flect all historical information about the respective securities. This especially im-
plies that current returns should have no relationship with future returns; i.e. there 
is no serial correlation of security returns. For reasons of security analysis that 
means that no abnormal returns can be gained based on trading rules that rely on 
past price information. The weak-form EMH therefore calls the use of technical 
analysis into question. 

The semistrong-form EMH is based on the public information set. Public in-
formation is all the information that is disclosed to the market place. This also in-
cludes the historical information set that is the basis of the weak-form approach. 
Furthermore, information about the future, such as, e.g., earnings estimates and 
material information concerning pending corporate transactions, is part of that in-
formation set. This form of the EMH asserts that stock prices rapidly adjust to the 
disclosure of new information and therefore at every point in time reflect all pub-
lic information. It encompasses the weak-form EMH because the weak-form in-
formation set is a subset of the semistrong-form EMH. For investors the assump-
tion of the semistrong-form EMH means that there can be no systematic gain from 
trading decisions based on newly released information. This, in turn, implies that 
fundamental analysis is without any use in security analysis. 

The strong-form EMH is based on all information from public as well as from 
private sources. Due to this underlying ultimate information set, strong-form EMH 
encompasses the two other forms of EMH. It implies that there is no insider in-
formation since all information is available to everyone at the same time. There-
fore, no investor should be able to yield systematic abnormal profits. From a theo-
retical point of view, this form of EMH has been excessively challenged by two 
closely related paradoxes. First, the no-trade theorem postulates that rational trad-
ing should not take place if nobody can expect to benefit from it (see Milgrom and 
Stokey, 1982). Second, every security analysis is redundant since market prices al-
ready include all information. If, however, nobody gathers information, then mar-
ket prices cannot contain all information (see Gerke and Bank, 2003: 91). There is 
a solution to both paradoxes, which is straightforward and, thus, these paradoxes 
do not automatically lead to the rejection of this hypothesis, though: Some market 
participants simply do not believe in the strong-form EMH even if it actually 

                                                           
67  The following descriptions are principally based on Reilly and Brown (2000: 215-

216); Gerke and Bank (2003: 92-93); Copeland et al. (2005: 354-355); Elton et al. 
(2003: 402-404). 
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holds.68 Typical strong-form EMH doubters are active money managers, arbitra-
geurs and brokers, whose businesses aim at finding market inefficiencies.69 A 
positive consequence out of this is that their work helps to enhance capital market 
efficiency and therefore supports the strong-form hypothesis. 
 
Market efficiency from the perspective of behavioural finance 
The analysis of market efficiency from a behavioural finance perspective focuses 
on how arbitrage mechanisms work on real capital markets with rational and irra-
tional market participants. This approach to market efficiency has found a lot of 
support because it might help to solve the market indeterminacy issue, which de-
scribes the problem of failing to determine whether markets are efficient due to a 
lack of reasonable pricing models.70 The central statement of the behavioural fi-
nance approach is that the existence of market inefficiencies does not automati-
cally lead to a valuable arbitrage opportunity because correction strategies can be 
risky and costly (see Barberis and Thaler, 2002: 4; Gilson and Kraakman, 2003: 
17-18). More precisely, the existence of certain classical arbitrage risks makes it 
highly unlikely that perfect market efficiency exists. 

These classical risks of arbitrage fall into three categories. (1) The fundamental 
risk describes the risk that not only the assets under consideration but also existing 
substitutes are mispriced. Consequently, the arbitrage process would fail because 
arbitrage prices are always linked to the comparable asset (see Barberis and 
Thaler, 2002: 5). (2) The noise trader risk denotes the risk that prices deviate sys-
tematically from fundamental values for longer time horizons because irrational 
investors continue trading the security while maintaining the level of irrationality 
or even becoming more irrational over time.71 This would lead to the situation in 
which it is not possible for rational investors to benefit from arbitrage even if they 
detect systematically mispriced securities. (3) The implementation cost risk refers 
to the risk that the existence of process costs makes it less attractive for rational 
                                                           
68  Grossman and Stiglitz argue that the existence of these active doubters and of arbitra-

geurs in general is in turn a proof of existing market inefficiencies or – more precisely 
– of an “equilibrium of disequilibrium”, see Grossman and Stiglitz (1980: 393). The 
author of this book agrees with that reasoning. However, minor deviations from the 
equilibrium do not call the general principle of the strong-form EMH into question. 
Thus, the following theoretical outlines are valid, even if perfect strong-form effi-
ciency cannot exist. 

69  This point has been put very colourfully by Rex Sinquefield, former chairman of the 
US investment advisory company Dimensional Fund Advisers: “There are three 
classes of people who don’t think that markets work: the Cubans, the North Koreans 
and active money managers.“, LeBaron et al. (1999: 6). 

70  See Roll (1977); Fama (1991: 1576) for a description of the “joint-hypothesis” prob-
lem that might lead to market indeterminacy; for a more thorough discussion about 
market indeterminacy, see Brav and Heaton (2003). 

71  See De Long et. al. (1990b), Shleifer and Vishny (1997). Black did not see a general 
problem for market efficiency due to noise. He (pragmatically) proposed in this con-
text that markets should still be named efficient if prices are within the factor “2” of 
the intrinsic value, see Black (1986: 533). 
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investors to exploit existing arbitrage opportunities. These costs can be typical 
transaction costs, such as commissions, fees or the bid-ask spread. However, the 
cost arising from certain short-sale constraints, the costs of detecting any existing 
mispricing and the cost of actually exploiting that mispricing can also add to pre-
vent arbitrage (see Merton, 1987). 

Because of these classical arbitrage risks market participants sometimes remove 
from the typical proceeding of arbitrage, which aims to exploit differences be-
tween the fundamental value of a security and its price. Rather, they switch to a 
strategy of temporal arbitrage between the stock’s current market price and the fu-
ture expected market price, regardless of how the future expected market price and 
the fundamental value are related. To put it differently, the temporal arbitrage 
strategy aims to yield positive returns by anticipating the valuation error of irra-
tional investors while considering the implementation cost risk. This behaviour, in 
turn, might lead to an aggravation of existing market inefficiencies (see Gilson 
and Kraakman, 2003: 24). 

 
A comparison of the information processed in direct valuation approaches 
and CCV 
For reasons of simplicity it is assumed below that there are a reasonable number of 
comparable companies that perfectly satisfy the comparability criteria. This as-
sumption is important since as long as adequate comparable companies can be 
found, the information content of CCV equals the information content of stock 
prices. However, to better assess the amount and quality of the information em-
bedded in stock prices, it is indispensable to compare it with the information proc-
essed in direct valuation approaches. 

The information content of direct valuation approaches is typically difficult to 
assess across-the-board. It greatly depends on the experience, motivation and ac-
cess to information of the appraiser.72 Therefore, different states of information 
content have to be distinguished. In the extreme case of a fully informed appraiser, 
the result of a direct valuation process combines insider knowledge about the 
company with broad public information. The information processed in such a 
valuation case equals that of prices in perfectly efficient capital markets. However, 
it is unlikely that such a valuation case is of any major practical relevance for two 
reasons: First, the number of people with access to non-public information is typi-
cally small, so that only a small percentage of all valuations incorporate material 
private information. Second, even if appraisers possess material private informa-
tion, to cope with ethical requirements they are advised neither to trade on it nor 
use it for a report. Instead, they should try to get the private information transmit-
ting person to disseminate that information to the market place (see AIMR, 1999: 
236). 

                                                           
72  For reasons of simplicity the following outlines exclusively focus on the information 

content. This especially means that it is assumed that prices and values do not differ 
in other characteristics (in the sense of the discussion in section 2.2.2) than the infor-
mation content. 
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Loosening the assumptions a bit leads to the situation in which an appraiser has 
access to all public but no private information. In such a case, the information con-
tent of a direct business valuation would equal the prices in semistrong-form effi-
cient markets. Although theoretically possible, doubts have to be entertained as to 
whether appraisers are able to collect all public information about a stock. Such a 
collection would require an immense period of time and funds and, thus, make the 
valuation process a very costly task that additionally lacks timeliness. Therefore, 
in a more realistic scenario, the typical average appraiser has no private but certain 
public information. However, he does not posses all public information. 

The amount of information processed in capital markets, in turn, crucially de-
pends on the information input of market participants. Capital markets, however, 
are able to put together information of single market participants and therefore 
process a larger amount of information. This ability is also known as “aggregation 
efficiency” of capital markets and is a subset of information efficiency. An aggre-
gation efficient market is a system that puts together partial information to create a 
signal – the market price – that incorporates the whole information collected. As a 
consequence, all market participants eventually have access to the collectivity of 
information. This kind of efficiency is the result of the competition of market par-
ticipants over the best investments (see Rubinstein, 1974; Gerke and Rapp, 1994: 
11-12; see Weber and Wüstemann, 2004: 6-8 for some practitioners’ support for 
this thesis). 

The existence of aggregation efficiency leads to the conclusion that capital 
markets usually process a higher amount of information than each single investor 
– or as Brav and Heaton put it: “We have no doubt that market prices may incor-
porate far more information than any person may possess.”73 Thus, from a theo-
retical standpoint it can be stated that prices at capital markets should be expected 
to carry a superior amount of information than direct company valuations do – 

                                                           
73  Brav and Heaton (2003: 13). Copeland et al. also conclude that the information con-

tent of stock prices is very high in general: “Market efficiency implies that stock 
prices reflect all available information. We recommend using this information as 
much as possible in corporate decisions.” Copeland et al. (2005: 378). An interesting 
view on the relationship between the information of single investors and that of the 
market has been provided by Roll (1984). He examined the relationship between the 
official weather forecast for the region around Orlando, Florida, and the pricing on 
the US orange juice futures market (at the time of the study 90 % of the oranges used 
for frozen orange juice concentrate grew in that region; Roll comments that it is 
widely recognised that the weather is the variable with the most important influence 
in this market). One important result of his analysis was that, if one uses the pricing 
information to forecast the weather, the forecasts are far better than those made by the 
weather bureaus. Thus, the market did not only incorporate the whole information 
provided by the weather bureaus, it also had more information than any single fore-
cast provider had. 
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even if the speed of information aggregation in prices is not independent of the re-
spective amount of information that underlies the valuations of single investors.74 

It is important here to get back to the initial assumption of this sub-section. In 
fact, these comparisons of prices and direct valuation results can only be carried 
forward to CCV if perfect substitutes are available for the target company. If, 
however, the comparable companies are not perfectly similar, then parts of infor-
mation that are target specific cannot be considered in the CCV process. This, in 
turn, lowers the amount of information incorporated in CCV.  

3.1.2.2 Factual Market Efficiency 

International empirical evidence 
Two categories of tests are typically used to examine the existence of weak-form 
efficieny. The first approach focuses on the prediction of the weak-form EMH that 
stock returns should not exhibit dependencies over time. Serial correlation tests 
over short time periods largely support the weak-form EMH75, even if weak auto-
correlation exists for certain portfolios of stocks (see Conrad and Kaul, 1988; Lo 
and MacKinlay, 1988). Mean reversion of returns is, however, observable over 
long and short time horizons (see DeBondt and Thaler, 1985; Oehler, 1995; for 
Germany see Meyer, 1994 and Schiereck and Weber, 1995). Runs tests, which 
compare the actual number of consecutive price changes into one direction with 
the expected number of these price changes, also typically fail to reject the null-
hypothesis of weak-form EMH (see Hagermann and Richmond, 1973; Fama, 
1965; Jennergren and Korsvold, 1975; Elton et al., 2003: 413). To better account 
for the complexity of certain technical analysis tools which go far beyond a set of 
simple price changes, weak-form efficiency is also tested by a second approach: 
The simulation of specific trading rules (see Reilly and Brown, 2000: 217-218). 
The results of these tests are mixed: Some do not find that one can systematically 
yield abnormal returns with these strategies (see Ball et al., 1995) while others 
support the theory of success of specific trading rules (see Pinches, 1970; Brush, 
1986; Pruitt and White, 1988; Lakonishok and Vermaelen, 1990; Mitchell and 
Stafford, 1997). Recent research, however, shows that after accounting for com-
missions, most trading strategies fail to beat a simple buy-and-hold policy (see 
Bessembinder and Chan, 1998). This all leads to the conclusion that capital mar-
kets in general seem to be weak-form efficient.76  

                                                           
74  See Gilson and Kraakman (2003: 10). Sometimes it is pointed out that stock prices 

incorporate a higher rationality than individual valuations because stock prices man-
age to even out irrational moods of single investors, see Cochrane (1991: 483). 

75  See Fama (1965); Fama and McBeth (1973); Elton et al. (2003: 410-411); Ross et al. 
(2005: 359); over longer time periods negative correlations of down to -0.4 have been 
found, see Poterba and Summers (1988); Fama and French (1988). However, since 
1940 these correlations have not beeen significant. 

76  This can also be assumed for the German Market, see Loistl (1994: 172); Möller 
(1985: 514-516). A contrary opinion is provided by Bräutigam (2004) who found 
non-linear timely patterns for the German stock market. 



3.1  Determinants of Comparable Company Selection      63 

Tests of semistrong-form efficiency can also be divided into two categories: re-
turn prediction studies using public information on the one hand and event studies 
on the other hand (see Reilly and Brown, 2000: 219). Time-series tests as part of 
the return prediction tests aim to determine whether any public information can 
provide superior estimates of future returns than historical long-run returns. While 
these tests provide limited support for a significant impact of public information in 
the short-run, they are quite successful in showing its influence in the long-run: 
Several analyses demonstrate certain, even though mostly low, stock returns pre-
dicting ability of the dividend-yield alone (see Rozeff, 1984), of the dividend-
yield combined with variables describing the term structure of interest rates (see 
Keim and Stambaugh, 1986; Chen, 1991) and of a number of business-cycle vari-
ables (see Pesaran and Timmermann, 1995). These results question the existence 
of semistrong-form market efficiency. Moreover, studies that examine the useful-
ness of disclosed earnings in predicting future asset prices do not provide much 
support for the semistrong-form EMH, either (see e.g. Watts, 1978; Foster et al., 
1984). 

Cross-sectional studies reveal that return anomalies exist for certain groups of 
companies, such as the overperformance of low PE ratio firms compared to high 
PE ratio firms (see Basu, 1977; Peavy and Goodman, 1983; for Germany see 
Garz, 2000: 137-139), the positive relationship between the PB ratio and future 
stock returns (see Fama and French, 1992; Dennis et al., 1995; Fama and French, 
1998; for Germany see Garz, 2000: 134-135), the larger risk-adjusted returns for 
small firms compared to large firms (size effect) (see Banz, 1981; Reinganum, 
1981; Reinganum, 1992; for Germany see Beiker, 1993: 185-458; Garz, 2000: 
130-133) and the return deviations for stocks that are thinly traded or that are cov-
ered by only a few analysts (neglected firm effect) (see Arbel and Strebel, 1983; 
James and Edmister, 1983). Additionally, certain so-called calendar effects have 
been found which indicate that timely regularities exist in stock returns. Examples 
of these effects are the January-effect77, which stands for the significantly higher 
returns in January compared to the rest of the year, and the “day of the week”-
effect78, which highlights the findings that mean returns for Monday are signifi-
cantly negative.  

Since all of these analyses are necessarily joint tests of both the market effi-
ciency and the applied asset pricing model and therefore anomalies can be the re-
sult of existing inefficiencies or a mis-specified pricing model79, no definite state-
ment can be made regarding the consequences for the semistrong-form EMH. It 
has to be assumed, however, that the anomalies are at least partially due to market 

                                                           
77  See Roll (1983); Reinganum (1983); Tinic and West (1984) and Riepe (2001); weak 

evidence for Germany is provided by Stehle (1991) and Wallmeier (1997). 
78  See French (1980); Keim and Stambaugh (1984); Athanassakos and Robinson (1994); 

international evidence is provided by Dubois and Louvet (1996); for Germany see 
Frantzmann (1987). 

79  See Ross (2005: 49-50); see Roll (1977) for a critical assessment about the use of the 
CAPM as a reference model (“Roll’s Critique”). As regards other problems with tests 
of semi-strong form efficiency, see Copeland et al. (2005: 389-390). 



64      3  Interrelation of Comparable Company Selection and Valuation Model Choice 

inefficiencies. Nevertheless, during the last few years some of the cross-sectional 
anomalies seem to have disappeared or have at least lost significance.80  

Event studies as the second approach to semistrong-form EMH testing have en-
joyed dramatically increasing popularity in practice during the last decades. The 
goal of these studies is to analyse whether it is possible to derive abnormal rates of 
return during a certain time period immediately after an announcement of a sig-
nificant economic event. Contrary to what the time-series and cross-sectional tests 
revealed, the results of most of the event studies support the semistrong-form 
EMH. More precisely, markets typically react more or less quickly and in a rea-
sonable manner to the announcement of stock splits, additional listings at or 
changes to a major stock exchange, political or economic world events, corporate 
events and announcements about certain corporate accounting changes.81 Addi-
tionally, markets usually quickly correct an existing underpricing of IPOs82. In 
conclusion, evidence from tests of the semistrong-form EMH is mixed: While the 
results of event studies usually support this form of efficiency, several time series 
and cross sectional analyses cast doubt on it. 

Tests of the strong-form EMH usually focus on the performance of certain 
groups of investors who are supposed to have private information. Supporters of 
this variant of the EMH should expect none of these investors to consistently earn 
abnormal profits. Following the results of the studies, professional money manag-
ers – who are supposed to be the best-informed investors without monopolistic ac-
cess to new information (see Reilly and Brown, 2000: 244-245) – are not able to 
systematically beat a buy-and-hold investment strategy (see Sharpe, 1966; Jensen, 
1968; Shukla and Trzcinka, 1994; Rubinstein, 2001). Analyses of financial ana-
lysts’ performance deliver mixed results: Some examinations show analysts’ abil-
ity to beat the market (see e.g. Stickel, 1985; Womack, 1996); others cannot find 
evidence for a superior performance (see e.g. Desai and Jain, 1995). Groups that 
have monopolistic access to insider information, like corporate insiders and stock 
exchange specialists, can usually derive abnormal profits (see Finnerty, 1976; 
Givoly and Palmon, 1985; Seyhun, 1992; Pettit and Venkatesh, 1995; for Ger-
many see Seeger, 1998: 269-274). However, non-insiders cannot benefit from the 
                                                           
80  See e.g. Kothari et al. (1995) regarding the PB effect, Fortune (1991) regarding the 

size effect and the January effect, Beard and Sias (1997) regarding the neglected firm 
effect and Wang et al. (1997) regarding the day-of-the-week effect. 

81  For an overview of event studies covering these influences, see Reilly and Brown 
(2000: 234-239). A study for the German and the Austrian stock market, however, 
found that these reactions sometimes take several days, see Holzer (2001: 126); 
Gerke et al. (1999) showed that market participants can derive abnormal returns (even 
after the date of the announcement) from trading stocks that are newly included into 
certain German stock market indexes, which is also not consistent with semistrong-
form efficiency. Contrary to that, Nowak (2000) concluded based on the results of 
studies about the price impact of accounting information in Germany that the German 
market has a sufficiently high degree of information efficiency, see Nowak (2000: 
191). 

82  For an overview of US studies with respect to IPO underpricing, see Copeland et al. 
(2005: 391-394). 
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knowledge of superior performance of these latter insiders (see Lee and Solt, 
1986). To summarise: Strong-form efficiency does not exist in general. This is the 
case because insiders with monopolistic access to private information can derive 
abnormal profits. However, other market participants, seen as insiders without 
monopolistic access to non-public information, have not been able to beat the 
market. 

The behavioural finance approach to market efficiency has also recently been 
tested. One study provides weak evidence for the existence of noise trader risk 
(see Froot and Dabora, 1999); another one shows that implementation costs can 
severely limit arbitrage opportunities in corporate transactions like carve-outs (see 
Lamont and Thaler, 2003). Nevertheless, the bottom line is that there is no broad 
empirical evidence for the existence of arbitrage risks in general. 

 
The development of the German stock market during the last few years 
A central problem all empirical studies about market efficiency have is that most 
of them were conducted several years ago. For market participants, however, it is 
rather interesting to know how efficient capital markets are today. Some assistance 
in answering that question might come from a short overview on how capital mar-
kets have experienced structural changes during the last years. Most of these 
changes were implemented in order to improve market efficiency and it can be as-
sumed that they eventually succeeded in doing so. The German market, for exam-
ple, has made noticeable efforts in regards to the trading volume of single stocks, 
the number of listed companies, the growing share of international investors and 
the internationalisation of accounting rules (see Löhnert and Böckmann, 2005: 
407-408; Solnik and McLeavy, 2004: 141). Additionally, new regulations like the 
Law for the Control and Transparency in the area of organisations (1998, Gesetz 
zur Kontrolle und Transparenz im Unternehmensbereich, KonTraG), the Capital 
Raising Promotion Act (1998, Kapitalaufnahmeerleichterungsgesetz, KapAEG), 
the German Corporate Governance Code (2002) in conjunction with the Transpar-
ency and Public Disclosure Act (2002, Gesetz zur Transparenz und Publizität im 
Unternehmensbereich, TransPuG)83, the Investment Modernisation Act (2003, In-
vestmentmodernisierungsgesetz, InvModG) and the Law on the Improvement of 
Investor Protection (2004, Anlegerschutzverbesserungsgesetz, AnSVG) – to name 
but the most important – have clearly improved the information flow from listed 
companies to investors and added to an enhanced attractiveness to the German 
stock market. 

 
What analysts and investors think about German stock market efficiency in 
2005 
In order to draw a complete picture of efficiency and to get a comprehension of 
the current state of market efficiency, 222 financial analysts and institutional in-
vestors were asked in April 2005 about their assessment of informational effi-
ciency on the German stock market. This survey was conducted as part of the 

                                                           
83  See Meitner (2003) for an overview of how the German Corporate Governance Code 

has influenced the transparency of listed companies. 
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monthly financial market survey of the Centre for European Economic Research 
(ZEW). One important benefit from this survey is that it might provide a way to 
overcome (or at least to mitigate) the market indeterminacy problem since finan-
cial analysts do not exclusively rely on statistical valuation models but typically 
base their overall impression about stock market valuation on different sources of 
information and different valuation approaches. 

The results from this survey largely support the outlines above. According to 
the analysts, informational efficiency at the German stock market has well devel-
oped during the last years. There is considerable improvement as compared to the 
period before 1990 and still moderate improvement as compared to the early 
1990s and to the time of the dot.com boom. Figure 6 illustrates this (a value of 4 
indicates indifference). 

Fig. 6. Development of informational efficiency on the German stock market (in the eyes of 
analysts and investors) 

Question: How has the degree of informational efficiency 
changed since the periods listed below?

(Scale 1-7:  1 = strong decrease; 7 = strong increase)

5,19

4,82

4,54

0 1 2 3 4 5 6 7

before 1990

early 1990s

dot.com boom

Σ = 222 financial analysts and institutional investors

Std.dev.: 1.18

Std.dev.: 1.08

Std.dev.: 1.39

April 2005
 

Source: ZEW 

Asked about the main reasons for that improvement, 56.2 % named the interna-
tionalisation and growing experience of market participants, while 53.9 % sug-
gested that the regulations and laws that aim at enhancing capital market transpar-
ency drove market efficiency (more than one answer was possible). The increasing 
use of international accounting rules (38.8 %) and developments in trading sys-
tems (36.5 %) also have some impact. The voluntary Corporate Governance Code 
was given inferior relevance (30.3 %). 

Additionally, more than 75 % of the survey participants believe that there is no 
mispricing or only some unsystematic mispricing in the German stock market in-
dex DAX (see figure 7). This finding also strongly supports the semistrong EMH. 
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Fig. 7. The difference of market prices and intrinsic values of DAX-companies (in the eyes 
of analysts and investors) 

Question: Do stock prices in the German DAX deviate 
from their intrinsic values?

No; 10,33%

Yes, 
systematically; 

23,00%

Yes, but not 
systematically; 

66,67%

Σ = 222 financial analysts and institutional investors April 2005
 

Source: ZEW 

As the variety of empirical evidence outlined above may suggest, it is difficult 
to give an overall assessment of market efficiency. At the current state of research, 
the bottom line is that capital markets may not be perfectly efficient in an aca-
demic sense, but they are of high efficiency in general.84 The weak-form EMH 
cannot be rejected by empirical research and the semistrong-form EMH also en-
joys widespread support. However, there are anomalies, which give rise to the 
supposition that certain violations of the semistrong-form EMH exist, even if they 
may also be due to a mis-specified pricing model. Nevertheless, none of these 
anomalies has enough impact to principally call that form of market efficiency 
into question. However, there is strong evidence that strong-form efficiency does 
not exist: Even if experts cannot outperform the market, monopolistic insiders can 
systematically earn abnormal profits. 
 
Summary about market efficiency 

The recent developments in the legal framework of German capital markets, 
however, give reason to the supposition that capital market efficiency has in-

                                                           
84  See also Brealy and Myers (2003: 370); Solnik and McLeavy (2004: 141). Ross 

(2005) suggested based on hedge fund activities that inefficiencies only arise for 
about 0.1 % of all assets in world markets. He concluded: “There should be no de-
bate, then, over whether the efficiency glass is half full or half empty; it is simply 
quite full”, Ross (2005: 64). 
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creased during the last few years. This is consistent with what financial analysts 
and institutional investors think about the German market. 

 

3.1.2.3 A Short Note on Crashes and Bubbles 

The issue whether crashes or bubbles85 are indicators of market inefficiency is not 
addressed in-depth here. Both phenomena can be explained by a rational change 
in, e.g., investors’ expectations about growth rates of dividends (see Brealy and 
Myers, 2003: 362) or investors’ risk aversion (see Steiner and Bruns, 2002: 296). 
The fact that most DCF valuations in analysts’ research reports during the 
dot.com-boom yielded corporate values that were largely identical to the then pre-
vailing market prices (see Beckmann et al., 2003: 105) clearly supports the theory 
of rational investor behaviour. Contrary to that, it is often argued that these phe-
nomena are driven by irrational, psychodynamically motivated investors’ behav-
iour such as positive feedback trading or herding.86 Consequently, no clear state-
ment with respect to the EMH can be made: While the theory of rationality in 
crashes and bubbles does not contradict the EMH, the theory of psychodynamic 
influence (that is based on behavioural finance) does.  

The central problem here is that because of market indeterminacy it is not pos-
sible to assess whether prices really move away systematically from intrinsic val-
ues in these situations. For reasons of practicability, it is assumed that even at 
times of crashes and bubbles there are no major differences between the informa-
tion processed in DCF valuation and that inherent in market prices. This seems to 
be a plausible assumption since – even if there is irrationality in asset prices – 
common valuation models typically cannot cope with that irrationality (see Bruns, 
1994: 210-212). 

3.1.3 Consequences for Comparable Company Valuation with Special 
Regard to the Peer Group Selection 

A few general remarks regarding the comparable company selection process can 
be made depending on the availability of companies, the degree of market effi-
ciency, the relationship between the information processed in direct valuation ap-
proaches and the information incorporated in market prices, the applied selection 
approach and the valuation model used. All statements are based on the assump-
tion that there are no factors other than the degree of similarity and the market ef-
ficiency that might influence the selection process: 

                                                           
85  Typically a bubble is understood as the difference between intrinsic value and price; 

see Gruber (1988: 20). However, here it is understood (more generally) as a time of 
strongly rising stock prices independent of the relationship to intrinsic values. 

86  See Bruns (1994: 93-108), if so then the general validity of the weak form EMH has 
to be called into question, see Oehler (1995: 116). 
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a. The availability of similar companies crucially determines the necessary num-
ber of peer group companies. In general, a high number of comparable compa-
nies is desirable if companies are not perfectly similar and differences in certain 
criteria are normally distributed around the target company’s criterion value. 
Thus, with a higher number of comparable companies, appraisers typically 
manage to even out these differences.87 It can also be stated that the higher the 
similarity of companies, the fewer peer group companies are needed. Assuming 
a highly efficient relevant market with no mispricing, it is even sufficient to ap-
ply only one comparable company in case this comparable company perfectly 
matches with the target company. 

b. The big problems and expenses that are attached to the determination of the 
sustainable growth rate for all peer group companies as well as the target com-
pany gives rise to the fact that the pure valuation theory-driven approach does 
not enjoy widespread popularity in practice. Appraisers therefore usually rely 
on the practice-oriented approach, a fact that, however, does not mean that the 
selection process is an in-and-out process. In any case, the time input for inves-
tigations and analyses necessary here is absolutely comparable to that of direct 
valuation approaches (see Moser and Auge-Dickhut, 2003: 222).  
The use of the practice-oriented approach rather than the valuation theory-
driven approach is usually done at the cost of the number of comparable com-
panies (if properly applied). Since the practice-oriented approach requires a lar-
ger amount of similarity factors it is less probable to find a similar company 
when using that approach. Additionally, appraisers face high uncertainty as to 
whether the chosen characteristics can really substitute the growth rate. The 
need for balancing that expected lower probability of similarity and the uncer-
tainty about the similarity lead to a relatively higher required number of compa-
rable companies. 

c. If there is no adequate similarity in relevant criteria, then companies have to be 
selected to have on average adequate similarity in reference to these criteria. 
This especially means that it is not reasonable to only use comparable compa-
nies that are biased in one direction compared to the target company for certain 
similarity criteria. Problems with that issue typically arise if the target company 
is basically different from all companies principally available for comparing 
(e.g. the target is market-leader in its segment or a segment underperformer). 

d. If the target and the companies that can principally serve as comparables differ 
in certain qualitative aspects that cannot be averaged (i.e. the legal environ-
ment, capital market orientation) then only those companies should be included 
into the peer group that are identical in the relevant criterion. 

e. The number of comparable companies required has to be regarded against the 
background of the limited number of existing exchange listed companies. The 
limited number of existing companies obviously also limits the number of the 
basic population for the selection process (i.e. companies that could principally 

                                                           
87  See letter g) in this enumeration for how a higher number of comparable companies 

can add to improve valuation accuracy assuming a normal distribution of the differ-
ences between peer group and target company. 
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serve as a comparable company). If, in turn, the number of comparable compa-
nies required is higher than the basic population, a lack of adequate comparable 
companies might be the consequence. Such a lack of comparable companies 
can lead to inaccurate valuation results and even to the total failure of CCV. 

f. The degree of informational efficiency is obviously quite high at major interna-
tional stock markets. This clearly indicates that the market approach to CCV is 
basically a reasonable valuation variant. However, empirical research showed 
that there are several semistrong-form anomalies that seem to be at least par-
tially due to market inefficiencies. Most of these anomalies do not refer to a 
general mispricing of stocks but rather to a slower than expected reflection of 
current information in market prices. In order to avoid risiking a general bias of 
aggregated prices of peer group companies, appraisers are advised to exclude 
companies from the peer group that are affected by any of these semistrong-
form anomalies (e.g. it might be better to remove small companies from a set of 
big companies; it might be better to remove firms not covered by analysts from 
a set of covered companies).88   
However, with respect to the rejection of the strong-form EMH and the ob-
served strong price movements in crashes and bubbles, a general statement 
about how advantageous the relative valuation approaches are as compared to 
direct valuation approaches is necessary: From the standpoint of information 
processing, CCV is only a reasonable valuation approach if the same amount of 
information or even more information is incorporated in market prices than 
could be incorporated in direct valuation approaches. As has been outlined in 
section 3.1.2.1, many real valuation settings – even situations like crashes and 
bubbles – can probably be characterised by this information distribution. This 
especially means that CCV can be a superior valuation approach compared to 
direct valuations, even if markets are not perfectly efficient. Contrary to that, if 
appraisers have access to all information necessary to perform a reasonable di-
rect valuation and in case of justified doubts about the informational quality of 
market prices, CCV is not an appropriate valuation alternative. The limits of the 
advantageousness of one of the two valuation approaches are, however, blurred. 
In most cases it is incumbent upon the appraiser to subjectively decide. 
Certainly, the amount of information incorporated is not the only factor in de-
termining the power of a valuation approach, but it is an important one. Never-
theless, the remarks above do not constitute a general judgement about the fa-
vourability of different valuation approaches. 

g. Since it is impossible to determine whether stocks in general are correctly 
priced, appraisers have to rely on an assessment of the informational efficiency 
of markets. The relationship between informational efficiency and pricing qual-
ity (valuation efficiency) is such that a certain degree of informational effi-
ciency implies that stocks are on average correctly priced based on the relevant 
set of information. This means that market participants use on average the 
given information correctly but it does not mean that market participants use it 

                                                           
88  For an interesting discussion about the relevance of market prices in business valua-

tion, see Weber and Wüstemann (2004: 22-24). 
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correctly for every single stock. Regarding the comparable companies selection 
process, this relationship implies that a higher number of comparable compa-
nies is always preferable over a lower number of comparable companies. This 
becomes clearer when looking at a set of stock prices that are standard normally 
distributed around the fair value.89 The probability that a single stock is cor-

rectly priced is zero – i.e. ( ) 0p PRICE E PRICEj j= =⎡ ⎤
⎣ ⎦ .90 Contrarily, the 

probability that the average of a high number of stocks (measured as the arith-
metical mean) equals the fair value is – at the limit – 100 per cent – i.e. 

1lim
1

M
PRICE MmM m

−⋅∑
→∞ =

 converges to [ ]E PRICEm  a.s. (see Hogg and 

Craig, 1995: 240). This eventually implies that the probability that a fair value 
substitute can be synthetically created increases with the number of comparable 
companies. 

h. It is worth noting that in real valuation settings, the number of comparable 
companies to be included in the valuation approach is limited by the number of 
comparable companies available with regard to the similarity criteria. When de-
termining the number of comparable companies, appraisers have to consider 
that the improvement of the pricing accuracy due to a higher number of compa-
nies usually comes at the cost of a decrease of the peer group quality due to po-
tential imperfect substitutes. Similarly, appraisers that choose a lower number 
of comparable companies usually face fewer peer group quality risks, but the 
risk of pricing inaccuracies is higher. This dilemma is a major problem in the 
process of selecting comparable companies 

3.1.4 Implications for the Choice of the Valuation Model 

The discussions about the determinants of the peer group selection process have a 
direct impact on the other main part of CCV: the choice of the valuation model. 
Two points are especially worth some remarks. (1) Sometimes appraisers do not 
have access to the relevant information to decide whether companies qualify as 
comparable companies and (2) sometimes there is simply a lack of companies that 
could principally serve as comparable companies (see Buchner and Englert, 1994: 
1580, Löhnert and Böckmann, 2005: 406). As a consequence, from an appraiser’s 
point of view it might be desirable in special valuation situations to apply valua-
tion models that only have low similarity requirements. This would be a solution 
to both problems mentioned above, since (1) the lower the requirements are, the 

                                                           
89  The assumption of a standard normal distribution is made for illustration reasons. The 

results, however, also hold qualitatively for every other equal distribution around the 
fair value. 

90  Even if small deviations from the fair value are tolerated, the probability does not in-
crease much. E.g. the probability that the observation falls between ± 0.1 standard 
deviations of the fair value is still only about eight %. 
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less information has to be collected, and (2) the lower the requirements are, the 
more companies can principally serve as comparable companies. 

This gives rise to the suggestion that – in case appraisers face a lack of informa-
tion or a low number of principally comparable companies – one idea could be to 
switch from single-factor models to multi-factor models. As discussed in section 
2.3.3, multi-factor models aim to decrease the peer group selection requirements 
while contemporaneously considering several value driving variables directly in 
the valuation model. However, whether certain multi-factor models really succeed 
in loosening the similarity requirements has not yet been extensively analysed. 
Therefore, this issue is in-depth addressed in section 4.3. 

Fig. 8. Impact of similarity and pricing quality on the choice of the valuation models and 
the number of peer group companies needed 
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Source: ZEW 

The need for multi-factor models in valuation cases characterised by bad access 
to information and lack of comparable companies is highlighted in Figure 8. This 
figure also emphasizes that the number of peer group companies needed is a func-
tion of the information access and the availability of similar companies as well as 
the pricing quality of the relevant market, too. The dotted area comprises the situa-
tions in which CCV can reasonably be performed. Outside of this area, CCV 
would typically fail in valuation practice. 
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3.2 Determinants of Valuation Model Choice 

The valuation model choice is mainly driven by three external determinants. The 
first one is the value relevance of the reference variable (for single-factor models) 
or reference variables (for multi-factor models). This factor describes the relation-
ship between the value of the target company and the valuation model, as well as 
the explanatory power of the valuation model. The second determinant is the fu-
ture similarity between the target company and the peer group companies. Con-
trary to value relevance, this issue does not address the relationship between the 
target company and the valuation model but rather addresses the relationship be-
tween the comparable companies and the valuation model. Finally, the third de-
terminant is the existence of technical limitations of valuation models. Obviously, 
a model can only be applied properly if there are no technical limitations implied 
by a certain valuation setting. 

3.2.1 Value Relevance of the Reference Variables 

3.2.1.1 Relevance of Accounting Variables for Valuation Purposes 

The idea of analysing the relationship between stock prices (resp. corporate 
values) and accounting figures is not new at all. Researchers have devoted consid-
erable effort to this topic since the late 1960s.91 The reason for this widespread 
popularity is that all capital market participants (investors, issuers, researchers) 
strive for explanations of stock prices, and financial statements are usually the 
primary source of corporate information. 

During the last decades three branches of this stream of accounting research 
have emerged (see Lo and Lys, 2000b: 3-14): information content studies, valua-
tion relevance studies and value relevance studies. Information content studies 
concentrate on whether the announcement of new accounting variables leads to 
price changes that are in excess of the expected returns. Assuming the market effi-
ciency framework provided in section 3.1.2.1, accounting variables in general 
have information content if and only if | 1PRICE E PRICE Uit it t≠ −⎡ ⎤⎣ ⎦  with 

PRICEit  being the (efficient) stock price incorporating the information set Ut, Ut 
being the set of information just after the announcement and Ut-1 being the set of 
information just before the disclosure.92 

From an accounting perspective, studies dealing with valuation relevance must 
be seen as a more specific approach to the relationship of accounting figures and 
stock prices. These studies focus on specific accounting items rather than on a 
                                                           
91  The seminal works of Beaver (1968) and Ball and Brown (1968) are widely seen as 

the starting point of this stream of accounting research. 
92  The information content studies are based on the examinations of Beaver (1968). 

More recent studies are conducted, e.g., by Kim and Verrecchia (1991) and Bamber 
et al. (2000). 
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loosely specified set of information. However, the proceeding is similar to that of 
the information content studies. Valuation relevance exists if the unexpected 
change in stock prices can be consistently explained by the unexpected change in 
the accounting figure under examination. To put it in more formal terms:93 an ac-
counting figure ACC is valuation relevant if and only if the function f (.) in the fol-
lowing equation is non-trivial94: 

1 1PRICE E PRICE |U f ACC E ACC |Ujt it it it itt t− = − + μ− −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦    

with  N(0, )μ σ∼ . 
In valuation relevance studies the use of earnings as the accounting figure en-

joys widespread popularity. In this context, the slope coefficient of a linear regres-
sion of unexpected returns on unexpected earnings is called the “earnings response 
coefficient” (ERC). The general conclusion is: The higher the ERC, the higher the 
valuation relevance and quality of earnings is (see Collins and Kothari, 1989; 
Ramesh and Thiagarajan, 1995). 

Value relevance, finally, focuses on the direct relationship between market val-
ues and accounting variables. Contrary to the first two approaches described 
above, no expectation values of either future returns (as in both previous ap-
proaches) or accounting numbers (as in the valuation relevance approach) are 
needed.95 The central question of value relevance studies is: Do certain accounting 
variables explain current market values? Or to put it more formally:96 An account-
ing figure ACC is value relevant if the function g(.) in the following equation is 
non-trivial: 

( )PRICE g ACCit it it
= + η  with (0, )Nη σ∼ . 

If the analysis deals with more than one accounting figure, and, thus, the ques-
tion is whether these accounting figures together exhibit some value relevance, 
then the equation that has to fulfil the non-triviality condition changes to: 

( )1 2 3PRICE g ACC ,ACC ,ACC ,...it it it it it
= + η . 

Facing these three different approaches, a question remains: Which of the three 
relevance-approaches is relevant for CCV? To answer this question, it is necessary 
to go back to Equation 2.4 (section 2.2.3.3). This equation is the formal descrip-
tion of the general CCV model. Equalling value and price for reasons of simplicity 
and assuming that the right hand side of the function is only a noisy estimate of 
                                                           
93  See Lo and Lys (2000b: 5-6). The valuation relevance studies are based on the ex-

aminations of Ball and Brown (1968). 
94  Although there is no formal definition of trivial and non-trivial functions, a function 

is typically called non-trivial if the function value directly depends on the argument. 
A typical trivial function is, e.g., f(x)=c. 

95  For a formal distinction between these three branches of capital market accounting re-
search, see Lo and Lys (2000b: 7-12). 

96  See Lo and Lys (2000b: 7). For an excellent overview of the value relevance litera-
ture, see Holthausen and Watts (2001); for an overview of value relevance studies 
that are especially relevant for CCV purposes, refer to section 5.2.1. 
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the stock price (i.e. assuming that the bases of reference do not fully explain the 
stock price) yields the following slight change to the basis equation: 

1

x
PRICE a BRnt nt tn

= ⋅ + η∑ τ=
 (3.6) 

Since accounting figures are usually used as bases of reference when perform-
ing CCV, the similarity of this equation to the value relevance equation becomes 
obvious. As a consequence, for purposes of determining the relationship between 
bases of reference and stock prices within the framework of CCV, research clearly 
has to focus on the aspects of value relevance. From the point of view of CCV, in-
formation content and valuation relevance aspects are not very interesting since 
they concentrate on explaining expected returns. The aim of CCV, however, is to 
determine corporate values or potential market prices, not to predict future re-
turns.97 Additionally, information content studies focus rather on the set of ac-
counting figures as a whole than on single variables. 

Equation 2.4 (which is stated without an error term) is based on the assumption 
that the basis of reference (or bases of reference respectively) can fully explain the 
corporate value. However, it remains to be proven which bases of reference really 
explain how much of the stock price. To put it differently, classical CCV assumes 
a perfect value relevance of the variables included in the model. To accurately per-
form CCV it is thus necessary to include only those accounting variables that 
really have a high degree of value relevance. It is important to note that there is a 
close relationship between the quality and the value relevance of accounting fig-
ures. A theory about value relevance requires the existence of a high quality of ac-
counting variables; otherwise all theoretical predictions would fail in practice.  

The aim of this part of the study is not to measure value relevance (this is done 
in section 5.2). It is rather to develop economicly sound theories about which de-
gree of value relevance certain bases of reference should have under certain condi-
tions. This issue could best be addressed by considering that price, resp. value, is 
calculated by discounting future financial benefits (Equation 2.1.). Generalising 
Equation 3.6 and substituting price by the expression of Equation 2.1 leads to the 
following basis equation for theoretical analyses: 

[ ]lim (1 ) ( ; ....; ; )11

m nE FB c f BR BRxt n t nm n
−⋅ + = η∑ τ+ + τ→∞ =

 (3.7) 

 
Similar to Equation 3.5, the lower the influence of η , the higher the value rele-

vance of the set of reference variables BR is. Moreover, it becomes obvious that 
the set of reference variables has high value relevance if these variables have a 
high predicting power for future financial benefits and future discount rates. To 
put it differently: 
                                                           
97  As a matter of course, these two goals are not totally independent, since corporate 

values are the result of discounting future (expected) returns. Nevertheless, CCV fo-
cuses clearly on the determination of values, not on the prediction of values. 
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Value relevance is a function of how well the chosen refer-
ence variable(s) is/are an indicator for future financial 
benefits and discount rates. 

 
 

The theoretical examination of value relevance uses this notion to determine 
under which circumstances a certain (set of) reference variable(s) is expected to be 
highly value relevant and under which circumstance it is not.98 

When choosing a certain basis of reference, appraisers face four questions that 
are of interest: (1) Should we value the firm as a whole and subtract the market 
value of debt afterwards, or should we directly value the equity part of the com-
pany? (2) Should we use performance-oriented bases of reference (such as earn-
ings or cash flows) or substance-oriented bases (such as the book value of equity)? 
(3) Should we use accrual bases of reference or cash flow-oriented bases of refer-
ence? (4) Should we use trailing bases of reference or forward bases of reference? 
The following sections shed light on these problems and try to provide answers to 
the questions from a theoretical point of view. 

3.2.1.2 Enterprise Valuation Versus Equity Valuation 

Not only in CCV but rather in every business valuation approach, appraisers 
face the question whether they should perform enterprise valuation or equity 
valuation. Although both variants lead to the same result99 – the value of equity – 
their proceeding is different. The enterprise approach calculates the value of a 
company’s equity indirectly as the value of the whole firm less the value of debt. 
Contrary to that, the equity approach directly values the part of the company that 
belongs to the equity investors. While in some – mainly Anglo-Saxon driven – 
text books about valuation the enterprise valuation approach is regarded to be gen-
erally advantageous100, others do not favour one method over the other (see e.g. 

                                                           
98  This approach is similar to that of some modern dynamic stock valuation models that 

have emerged from the Ohlson framework (see Ohlson 1995) during the last years; 
see e.g. Berk et al. (1999), Ang and Liu (2001). These models try to explicitly take 
into account the time series behaviour of variables that influence the stock value. 
However, all models have in common that they are based on some sort of stochastic 
processes whereas the approach used in this paper clearly focuses on the economic in-
fluence. Moreover, due to mathematical restrictions the above-cited models often fail 
to accurately value stocks with a positive probability of realizing zero or negative 
earnings in the future, see Dong and Hirshleifer (2004). The approach used in this 
study is not associated with such problems. 

99  This is the case as long as changes in the capital structure are consistently considered 
in both approaches, see Schultze (2003: 318-348); IDW (2002: 110); Damodaran 
(2002: 399); Damodaran (2001b: 775); Copeland et al. (2000: 131-132). 

100  See e.g. Copeland et al. (2000: 132-133). Their reasoning is that this approach helps 
in identifying separate sources of value of a company, aids the search for value creat-
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Schultze, 2003: 484). Anyway, the enterprise method is more widespread among 
appraisers (see Kames, 2000: 68, 71; Wichels, 2002: 146, 148). 

Fig. 9. Reference variables for enterprise and equity valuation 

Enterprise Valuation

Equity Valuation
= Book Value of Equity

- book value of debt

Total Capital

Sales

- Cost of goods sold

- Operating expenses
(excluding depreciation)
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= Operating Profit
(EBIT)

- Interest expense
- Taxes

= Net income

Income Statement*

Balance Sheet*

Cash Flow*

Net income
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+ Interest expenses * (1-tax rate)

= Cash Flow to the Firm
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+ Net borrowing

= Cash Flow to Equity

Enterprise Valuation

Equity Valuation
= Book Value of Equity

- book value of debt

Total Capital

Sales

- Cost of goods sold
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(excluding depreciation)

= EBITDA
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= Operating Profit
(EBIT)

- Interest expense
- Taxes

= Net income

Income Statement*

Balance Sheet*

Cash Flow*

Net income

+ Net non cash charges

+ Interest expenses * (1-tax rate)

= Cash Flow to the Firm

- Interest expenses * (1-tax rate)

+ Net borrowing

= Cash Flow to Equity

 
*Assumptions: Simplified income statement and balance sheet under US-GAAP, no dis-
counted segment, no extraordinary items, no effect of changes in accounting principles; the 
presented cash flows are just two multiple possible cash flow variants. 

Source: own figure according to Seppelfricke, 1999: 305; Herrmann, 2002: 76. 

From a technical point of view, the difference between enterprise valuation and 
equity valuation in CCV lies in the nature of the bases of reference. For enterprise 
valuation, the bases of reference used should belong to both equity and debt capi-
tal providers, while for equity valuation the bases of reference only belong to the 
equity investors.101 To put it more precisely for accounting figures: Starting with 
sales and going down the income statement, the accounting figures have to serve 
as bases of reference for enterprise valuation as long as the claims of debt provid-
ers are not satisfied. This is the case, as a rule, for all bases of reference that are 
calculated before considering the interests paid to creditors. As regards substance-
oriented accounting figures, the book value of total assets (total capital) serves as 
an enterprise valuation reference variable. Consequently, the book value of equity 

                                                                                                                                     
ing ideas and can be applied consistently at different valuation levels (whole firm 
level or individual business units level). 

101  “If the numerator for a multiple is an equity value, then the denominator should be an 
equity value as well. If the numerator is a firm value, then the denominator should be 
a firm value as well” (Damodaran, 2002: 457). 
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represents an equity valuation reference variable (since the claims of debt inves-
tors are subtracted from the book value of total assets).  

Similar is true for cash-oriented bases of reference. As long as the cash flow 
goes to all capital providers, it has to be used as a basis of reference for enterprise 
valuation. In contrast, if the cash flow just goes to equity investors, it has to be ap-
plied as a basis of reference for equity valuation. Figure 9 illustrates the appropri-
ateness of different variables for either equity valuation or enterprise valuation. 

At this point, some short remarks on a widespread misunderstanding of this 
principle are necessary. A single-factor model often used in valuation practice is 
the price/sales ratio (see Damodaran, 2002: 544-548; Kames, 2000: 100-103; Fer-
nandez, 2002: 3; Stowe et al., 2002: 216-222). However, as can be seen from Fig-
ure 9, the use of this ratio cannot be justified economicly. The variable “sales” 
clearly belongs to all capital providers and therefore has to be set into relationship 
to the enterprise value of a company. If that is not done, the influence that differ-
ent corporate financing structures have on the equity value cannot be properly ac-
counted for. More precisely, the equity of a company that carries a big amount of 
debt relative to the average comparable company will be overvalued because a 
bigger portion of sales is financed with debt. The opposite is true for a company 
that has lower levels of debt than the average peer group company. The following 
example highlights the misvaluation using the price/sales ratio (see Figure 10). 

In this illustration the target company and the comparable company both have 
the same amount of sales. Therefore it is reasonable to assume that they have the 
same amount of capital available to finance their business. Consequently, it is as-
sumed that the market value of total capital equals 100 in both cases. Using the 
price/sales model, the market value of equity of the target company is calculated 
as 100, independent of the amount of debt financing. However, using the EV/sales 
ratio, the market value of equity VE decreases with increasing debt financing (i.e. 

( )/VE SALES EV SALES MarketValue Debt= ⋅ − ). Following the price/sales ra-
tio, the amount of debt has no influence on the market value of equity. This, in 
turn, would mean that a company has the riskless opportunity to increase the eq-
uity value by simply boosting sales via debt financing of operational activities. It 
would also mean that a company could substitute equity financing by debt financ-
ing without changing the market value of equity. Obviously, these two scenarios 
are not consistent with economic reality.102  

Irrespective of this short discussion about the pointlessness of the price/sales ra-
tio, the central question remains: Under which circumstances are enterprise value 
related bases of reference more value relevant than equity value related bases of 
reference?  
                                                           
102  A similar opinion is provided by Schwetzler and Warfsmann (2005: 50-51). Note: Of 

course, companies with totally different capital structures should not be seen as com-
parable companies when using sales as the reference variable because of the impact 
of leverage on the cost of capital, see Copeland et al. (2005: 564-570, 605). However, 
the price-sales ratio does not deliver proper valuation results for minor differences in 
the capital structure, either. The numbers in the example are chosen to better illustrate 
the pointlessness of that ratio. 



3.2  Determinants of Valuation Model Choice      79 

Fig. 10. The pointlessness of the price-sales ratio 
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Source: ZEW 

To answer this question, a step-by-step analysis is necessary. In the first step, 
the two bases of reference, operating profit (EBIT) and net income, are compared 
to each other. Assuming a company with a stable capital structure and a stable op-
erating business, there should be no major differences between the relevance of 
EBIT for the enterprise value and the relevance of net income for the equity value. 
Obviously, both accounting variables are rather good predictors for the respective 
future financial benefits that are typically used in direct valuation settings (i.e. free 
cash flows). Assuming that these cash flows remain stable over time, the close 
connection between the reference variables and the financial benefits is shown in 
Figure 11. 

In the case of a stable capital structure, there are no fluctuations in net income 
due to financial activities, and no net borrowing, either. This means that both 
bases are closely connected to the respective free cash flows since non-cash 
charges partly offset capital investments in a stable operating business. Net in-
come possibly has slightly higher value relevance because the impact of taxes has 
already been considered in this accounting figure. 

If, however, a company faces high capital structure volatility, then EBIT is ex-
pected to be more value relevant than net income. This is the case because the gap 
between net income and free cash flow to equity (FCFE) widens due to the impact 
of net borrowing as the financial activities vary over time. In contrast, EBIT and 
free cash flow to the firm (FCFF) are not at all affected by an unsteady capital 
structure. This is largely consistent with the general conclusion that in direct busi-
ness valuation, the equity approach is said to be easier and more straightforward to 
use when the capital structure of the company is not expected to be volatile in the 
future and if the company does not have a significant amount of debt outstanding 
(see Stowe et al., 2002: 116; Damodaran, 2002: 399). These outlines also princi-
pally apply to the relative value relevance of book value of equity and book value 
of total capital, as well as to the value relevance of cash flows to equity and cash 
flows to the firm. 
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Fig. 11. The translation of reference variables to respective free cash flows 
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Source: ZEW 

The comparison of reference variables that are both on the enterprise level is 
not quite so straightforward. The relative value relevance of EBITDA and EBIT 
clearly depends on whether depreciation and amortization reflect the true eco-
nomic value of periodical cost allocation. If they do, then EBIT is more value 
relevant because – as can be seen in Figure 11 – it is very similar to FCFF in a 
stable business environment. If, however, they do not, then EBITDA is expected 
to be more value relevant since it is less distorted by accounting discretion and 
therefore is economicly more plausible. An increasing timely instability of the op-
erating business that is associated with a timely instability of future cash flows de-
creases the value relevance of all bases of reference. However, no final statements 
can be made on how fluctuations in the operating business affect the relative value 
relevance of the two variables discussed here. 

As compared to EBIT and EBITDA, sales should have lower value relevance 
because their similarity with the respective cash flows depends on additional 
items, such as costs of goods sold (COGS) and other operating expenses (see Fig-
ure 11 above). To put it more precisely, sales can only be expected to have the 
same value relevance as EBIT and EBITDA if costs represent the same percentage 
of sales every year. This is especially not the case for companies with a high por-
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tion of fixed costs relative to variable costs and varying operating business, be-
cause then total costs are expected to fluctuate heavily with the cash flows. 

3.2.1.3 Performance-Oriented Bases Versus Substance-Oriented Bases 

A second very important question referring to reference variable selection is 
whether to use performance-oriented bases of reference (such as cash flows, net 
income, EBIT, EBITDA and other accounting figures from the income statement) 
or substance-oriented bases of reference (mainly the book value of equity and total 
assets). In CCV practice both kinds of bases enjoy certain popularity (see Kames, 
2000: 100-103; Wichels, 2002: 146, 148; Fernandez, 2002: 3). However, in order 
to decide under which circumstances one or the other group of accounting figures 
is more appropriate, a closer look at their relative value relevance is necessary. 

 
The case of reorganisation 
Often discussed in substance- versus performance-orientation is whether the target 
company (and consequently the comparable companies, too) is expected to con-
tinue its current business activities. In direct valuation approaches the focus on 
substance is more likely the more a company faces an operating change. That 
means on the one hand that companies that are expected to abandon – or that al-
ready have abandoned – their operating business (e.g. due to bankruptcy) are val-
ued by applying asset-based approaches. On the other hand, asset-based methods 
are also – at least partly – appropriate if companies change current business activi-
ties by adapting its resources to different uses.103 In the case of abandonment and 
sale of assets, the company is worth exactly what it is expected to get for the sales 
of net firm resources. In the more complex settings of strategy change and em-
ployment of assets in alternative uses within the firm, the value of the company 
depends on the specific use to which firm resources should be adapted. 

The factual break in current business activities is, however, not a necessary re-
quirement for the substance focus. Asset-based approaches also have some impor-
tance (e.g. as a supporting tool) when there is a certain probability for the change 
of operating business. This is especially the case for low-income companies, i.e. 
companies that do not earn the normal rate of return on capital with their current 
business activities (see Leuner, 2002: 649-670). In the context of CCV this means 
that the value relevance of substance-oriented bases of reference grows with an in-
creasing probability of reorganisation. To put it differently, asset-based reference 
variables are more value relevant for fundamentally underperforming companies 
than for fundamentally outperforming companies (see Jan and Ou, 1995; 
Burgstahler and Dichev, 1997; Barth et al., 1998; Subramanyam and Venkatacha-
lam, 1998; Yee, 2000; Chen and Zhang, 2002). 

 
 
 
                                                           
103  See section 2.2.3.4 for a short description of when to use the different kinds of asset-

based valuation approaches. 
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The case of going concern  
However, the value relevance of asset-based reference variables is not only driven 
by (potential) abandonment or adaptation of business activities. These variables 
are also likely to be value relevant in case a company continues its current busi-
ness. In order to compare the value relevance of the two categories of accounting 
figures – asset-oriented or performance-oriented ones – in the going concern case, 
an analysis of different valuation circumstances is necessary. In fact, for apprais-
ers there are certain indicators that determine which kind of ratio is supposed to 
deliver more accurate results in a practical valuation setting, i.e. which of the two 
categories is more value relevant. These indicators can be divided into three di-
mensions. 

The first dimension is the availability of capital. Usually there are two possibili-
ties of financing new investments: either by internal capital sources (retained earn-
ings) or by external capital sources (debt). If a company has no access to the debt 
market, corporate growth is possible only if current and future investments are 
profitable, i.e. if current and future earnings are positive.104 Consequently, the 
amount of current earnings well defines future growth possibilities. In this case 
earnings have high relative value relevance as compared to book value.105 

In contrast, current earnings are not necessarily a good indicator for future per-
formance if a company can also rely on external finance. In this case the growth 
rate still depends crucially on the return on equity for future investments but no 
longer exclusively on the retention rate and therefore no longer exclusively on cur-
rent earnings. However, in this case it is not clear whether book value is more 
value relevant than earnings because access to external finance usually still de-
pends on the performance of a company and therefore on its amount of earnings. 
Thus, it can only be stated that from a financing perspective there are some rea-
sons to consider book value as not irrelevant for the valuation of companies and 
the relevance is expected to be higher (relative to the relevance of earnings) for 
those companies that have good access to external capital. 

The second dimension is the value added process of the company (i.e. the depth 
of production, the production and capital intensity). At one extreme of this dimen-
                                                           
104  This becomes clear when looking at the determinants of the sustainable growth rate of 

earnings g: g=ROE*earnings retention rate, see Solnik and McLeavy (2004: 286). A 
lack of external financing causes a decline of the growth rate since debt financing is 
necessary to keep the capital structure constant, see Brealey and Myers (2003: 837) 
(in this context it is important to note that the comment in Benninga and Sarig (1997: 
318): “if the assumption that growth is exclusively financed by retaining some earn-
ings is wrong, this way of estimating growth [see the equation above in this footnote, 
the author] will not work.” is definitely false). Moreover, restricted access to debt fi-
nancing gives rise to a decline in financing flexibility, which is especially a problem 
if the company faces an unsteady project structure. Both arguments emphasize the 
importance of current earnings for future value creation of the company. 

105  The focus here is on earnings in general, not on retained earnings. This is done be-
cause the amount of earnings crucially determines the amount of retainable earnings. 
See also section 3.1.1, Footnote 207, regarding the irrelevance of the dividend policy 
in accounting regimes with and without the clean surplus relation. 
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sion we find a group of companies that does not employ a significant amount of 
balance sheet assets during the value added process or that does not have a high 
proportion of variable assets, such as the services industry. Future cash flows of 
these companies do not depend crucially on the book value of equity. In this case 
current performance (e.g. current earnings) is a good indicator of future perform-
ance. Thus, it is earnings rather than book value that are value relevant. 

On the other extreme we find a group of companies that employ a high propor-
tion of balance sheet assets during the value added process (asset heavy compa-
nies) or that have a great amount of variable assets relative to total assets. Exam-
ples of these companies are utilities and banks. In this case, book value typically is 
a good indicator for the amount of firm resources, i.e. the firm can be viewed as a 
collection of separable assets whose collective amounts are good estimates of the 
market value of the company. For these companies, future income earned is on 
average in close relation to the book value and, thus, book value is of relatively 
high value relevance.106 

The third dimension is the state of the industry. The degree of competition in an 
industry determines the level of profitability of companies and the possibilities to 
earn abnormal earnings in the long-term. In pure competition markets (price taker 
markets) economic profits approach zero in the long run – i.e. companies earn a 
normal rate of return.107 However, in most industries the assumption of pure com-
petition is not satisfied. Porter provided a framework which points out the differ-
ent forces that influence the real degree of competition of an industry (see Porter, 
1980: 3-29; Porter, 1998: 21-34). These five forces are: the rivalry among compa-
nies, the buyer power, the supplier power, the barriers to entry and the threat of 
substitutes. 

In industries that are only weakly influenced by these industry forces (with the 
exception of the barriers to entry which are assumed to be high108) companies can 
earn long-term abnormal profits. A low rivalry permits strategic moves such as 
changing prices or differentiating products. In industries with low degrees of 
buyer and supplier power109 companies have the power themselves to improve 
                                                           
106  See Peemöller et al. (2002: 207); McCarter and Aschwald (1992: 153); this is espe-

cially not the case for companies with a high proportion of intangibles such as in the 
pharmaceutical industry or the IT industry. 

107  See Gwartney and Stroup (1997: 515). Even in note purely competitive markets ROE 
reverts to an average industry or economic wide level, see Lev (1969), Penman 
(1991), White et al. (1997: 191). However, in these cases reversion takes a longer 
time. The focus on industry structures as the main determinant of profit persistence 
goes back to the neoclassical perspective, see Mueller (1990: 2); company character-
istics might also have an impact on the possibility to earn economic rents (this is the 
so-called Schumpeterian View) but it is assumed here, that this is only of importance 
in the short run. 

108  If below the influence of industry forces is called “weak”, barriers to entry are always 
assumed to be high and vice versa. 

109  A high intensity of production (high depth of production) typically leads to a low de-
pendence of suppliers and therefore to a low supplier power. Thus, the second and the 
third dimension are not totally independent. 
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their profit-cost relationship and therefore their margins. When barriers to entry 
are high, the degree of rivalry will stay low. Thus, companies can keep or even in-
crease their abnormal profits. Finally, a low number of substitute products or the 
non-existence of close substitute products raises companies’ ability to increase 
prices. 

But how does this affect the relative value relevance of earnings and book 
value? To answer this question, a closer look at two direct valuation models is 
necessary. The basic model that proceeds on the value relevance of book value 
and earnings is the RIV model. Starting from the assumption of the clean surplus 
relation, it can be shown that the market value of equity equals the sum of the cur-
rent book value and the present value of future residual earnings (see Preinreich, 
1938: 240; Lo and Lys, 2000a): 

( ) ( ) ( )
lim 111

N t n
PRICE EQUT NI c EQUT ce et t t n t nN n

− +
= + − ⋅ ⋅ +∑ + + −→∞ =

 (3.8) 

 
where NIt n+  is the net income at time t+n and ( 1t n e t nNI c EQUT+ + −− ⋅ ) are the 
residual earnings (residual income RI) at time t+n. In this model, book value 
serves as a proxy for expected future normal earnings (see Penman, 1992). How-
ever, the model is stated very generally. Thus, no explicit market value forecasts 
can be made solely on the basis of current accounting data. 

Ohlson (1995) extended the RIV model by introducing a system of linear in-
formation dynamics, which postulates certain time series behaviour of residual 
earnings. More precisely, the market value of equity is expressed as a function of 
residual earnings, information not yet captured by accounting ν – both following 
an AR(1) process, i.e. a certain autoregressive process – and current book value 
(see Ohlson, 1995: 670-671): 

( ) ( )1PRICE k EQUT k NI DIVt t t tt= − ⋅ + ⋅ π ⋅ − + λ ⋅ ν  (3.9) 

 with  ( )1k r / r= ω ⋅ + − ω ,     ( )1 r / rπ = +   and  

 ( ) ( ) ( )1 1 1r / r rλ = + + − ω ⋅ + − γ⎡ ⎤⎣ ⎦  

where r = risk free rate of interest, ϖ and γ are persistence parameters with 
0 , 1≤ ω γ ≤ . 

Empirical studies that rely on the Ohlson model mostly show its superiority to 
other (classical) accounting based valuation models.110 

The Ohlson model reveals that prices depend heavily on current book value if 
the persistence of current earnings is low (strong industry forces), and that prices 
rather depend on current earnings if the persistence of current earnings is high 
(weak industry forces). Thus, for companies that do business in a world of weak 

                                                           
110  See e.g. Richardson and Tinaikar (2004), Courteau et al. (2001). Dechow et al. 

(1999), and Myers (1999), found only weak support for this hypothesis. 
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industry forces the current performance (current earnings) is a good indicator for 
future performance. Outperformers can keep their strategic advantages because of 
their power while underperformers do not have the possibility to defend against 
the outperformers. In such a case, earnings should have relatively high value rele-
vance. If, however, the five forces heavily influence the industry, long-term eco-
nomic profits are driven to zero111 or at least profitability becomes equal for all 
companies. Given that profitability can be expressed as a certain percentage of 
book value, then book value is relatively more value relevant.  

Figure 12 visualises the determinants of the value relevance of book value and 
earnings. It combines all three dimensions and shows recapitulatorily when sub-
stance-oriented bases, such as the book value, and when performance-related 
bases, such as earnings, exhibit relatively high value relevance. It should be no-
ticed that this economic approach to selecting valuation ratios basically applies to 
both the enterprise level (i.e. valuation of the whole company) and the equity 
level. 

It is worth noting that in economic reality none of the scenarios which defi-
nitely recommend the application of one of the two ratios is satisfied. Thus, the 
position of a company can usually be interpreted as an intermediate point between 
the two extremes of each dimension. First, companies generally have the possibil-
ity to raise a certain amount of debt capital to finance new projects even though 
the amount of funds that can be raised varies over time because of changes in cor-
porate liability management or dependent on conditions on capital markets. Sec-
ond, regarding the production process of a company, usually neither the total 
amount of balance sheet assets nor none of the assets are employed in the value 
added process. Companies rather exhibit a certain degree of asset employment. 
Additionally, balance sheet assets are more or less a good proxy for the amount of 
firm resources112, but do not correspond perfectly. Third, there is a certain degree 
of competition in every industry. However, pure competition industries are scarce. 
Even if some of Porter’s industry forces strongly influence corporate behaviour, 
there is hardly a situation in which the entirety of forces controls the industry. 

To put it differently, using the “Earnings – Book Value” relevance cube may 
demonstrate tendencies as to which accounting figure has the higher value rele-
vance. However, in reality both variables presumably have a certain explanatory 
power – only the weightings are different for each company.113  

 
 

                                                           
111  If economic profits are zero then the company earns its cost of capital. This cost of 

capital can be assumed to be approximately equal for all the companies within the in-
dustry as long as there are no major differences in capital structures, see section 
4.3.2.4. 

112  This heavily depends on the applied accounting standard, too. 
113  This complementary nature of book value and earnings is also supported by the 

FASB: “[The income statement; the author] can be interpreted most meaningfully ... 
only if it is used in conjunction with a statement of financial position, for example, by 
computing rates of return on assets or equity”, FASB (1978b) paragraph 24a. 
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Fig. 12. The “earnings – book value” relevance cube for going concern companies 
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Source: ZEW 

3.2.1.4 Accrual Bases Versus Cash-Flow-Oriented Bases 

Appraisers typically face the question whether to use bases of reference, which are 
drawn from the financial statements, or whether to use cash-oriented bases. This 
question is only relevant when using performance-oriented bases because there is 
no cash-oriented equivalent for asset-based accounting figures such as, e.g., book 
value of equity or total assets. As from the perspective of direct valuation ap-
proaches, there is a clear theoretical international preference for cash orienta-
tion.114 Furthermore, an international overview of direct valuation and capital 
budgeting models applied reveals that cash-oriented models are used more often 
by far than accounting based models (see Ryan and Ryan, 2002; Graham and Har-
vey, 2001). In Germany, however, things are different, i.e. earnings capitalisation 

                                                           
114  See exemplary Copeland et al. (2000: 73-87: chapter 5 “Cash is King”). The aversion 

towards earnings capitalisation models is also due to the possibility of accounting fig-
ures manipulation. 
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models enjoy widespread popularity. Particularly auditors and tax consultants pre-
fer to use the “Ertragswertverfahren”.115 One argument for their popularity is that 
the financial benefits (i.e. earnings) can be determined relatively easily based on 
prospective balance sheets and income statements (see Peemöller and Kunowski, 
2005: 212). 

In the context of CCV, however, the reasoning regarding the preference for one 
of the two financial benefits is not quite so straightforward. Certainly, accrual 
bases of reference are much easier to obtain. Trailing bases can be copied directly 
from the last reported financial statements and forward bases are usually available 
from certain databases (e.g. I/B/E/S consensus earnings estimates) for many listed 
companies. Easy obtainability, however, is not of major importance in CCV. To 
determine appropriate corporate values, appraisers should make every effort to get 
the data necessary for the application of the chosen valuation approach. Moreover, 
the calculation of cash flows is usually not an insuperable obstacle for appraisers – 
neither the calculation of trailing cash flows nor that of near-term future cash 
flows. As a consequence, easy obtainability would only be an issue if both kinds 
of reference variables lead to the same results anyway. As will be outlined below, 
this is not necessarily the case. 

The assessment of the relative value relevance of earnings and operating cash 
flows can be done from two perspectives. One of these perspectives is the account-
ing quality. In the first instance, this approach requires a closer look at the compo-
sition of both financial variables. A major difference here is that earnings include 
non-cash accruals while operating cash flows do not (see White et al., 1997: 36-
43). These accruals typically reflect changes in asset or liability values that do not 
result from a cash inflow or outflow. The changes, in turn, have to be regarded as 
an anticipation of future cash flows. Therefore, accruals are a means of allocating 
future expected cash flows to the current period (see White et al., 1997: 40). As a 
result, accounting earnings are assumed to better predict future cash flows than 
current cash flows do.116 Consequently, earnings should have higher value rele-
vance than cash flows under the assumption that management has good forecast-
ing abilities and always behaves rationally. However, the prudent management as-
sumption does not hold automatically. Some of these accruals are subject to 
management discretion and, consequently, there is room for income manipulation 
and earnings management. To put it differently: A clear statement regarding the 
favourability of either earnings or operating cash flows is as of now not possible. 
Instead, an assessment of the relative value relevance of these two financial fig-
ures requires an in-depth analysis of the quality of accounting. 

                                                           
115  See Peemöller et al. (1994: 741-749); Peemöller et al. (1999: 622); Peemöller and 

Kunowski (2005: 204-206). However, as outlined in section 2.2.3.1, the methodo-
logical differences between the equity approach of DCF valuation and the German 
form of the “IDW-Ertragswertverfahren” are rather small. 

116  This opinion is shared by the FASB: “Information about enterprise earnings based on 
accrual accounting generally provides a better indication of an enterprise’s present 
and continuing ability to generate cash flows than information limited to the financial 
effects of cash receipts and payments.”, FASB (1978a), paragraph 44. 
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The second perspective is the life cycle of a company. Following this rather 
functional approach, there should be a difference between the relative value rele-
vance of earnings and operating cash flow for new firms and for established firms. 
The theory goes back to the break-down of corporate value into assets and growth 
opportunities:117 

 

Value of the firm = Value of Assets in Place + Value of Growth Opportunities 

 
During early life cycle stages the focus of companies is clearly on growth op-

portunities. Thus, in these stages, the variable that provides more value relevant 
information is one that better explains the value of growth opportunities. Usually – 
compared to earnings – operating cash flows are a better mean for young compa-
nies to internally fund growth, because they are a true measure of the liquidity 
available (see Black, 1998: 9). Consequently, cash flows should be more value 
relevant. 

Contrarily, the value of mature companies is to a large part determined by the 
assets in place. These assets generate stable revenues and expenses, and earnings 
can be expected to be more permanent. In such an environment, earnings are as-
sumed to be more value relevant than operating cash flows (see Cheng et al., 
1996). 

Apart from these two perspectives, one important issue regarding the value 
relevance of cash flows has to be considered: Using free cash flows (both on an 
enterprise and on an equity basis) as a basis of reference is much more problem-
atic than using operating cash flows. The reason for this is that it is not possible to 
differentiate between a low free cash flow due to a low operating cash flow on one 
hand (which is a bad sign) and due to high investments on the other hand (which is 
usually a good sign because of the future expected benefits of these investments) 
and vice versa (see Penman, 2003: 203). Thus, appraisers cannot draw any clear 
conclusions from single free cash flows – these financial figures are not useful in 
predicting future cash flows. Consequently, free cash flows have to be seen as a 
very inaccurate basis of reference from a theoretical point of view. 

To summarise: A general transferability of the Anglo-Saxon direct valuation 
ideology (i.e. the cash focus) to CCV is not appropriate.118 It is rather important to 
analyse the accounting quality of accruals and to consider the state of maturity of 
the company in order to judge the relative ex-ante value relevance of earnings and 
cash flows (see Figure 13). Free cash flows, however, are not at all appropriate 

                                                           
117  See Myers (1977). This break-down must not be confused with the break-down of the 

corporate value into book value and earnings as it is done in the Ohlson model, al-
though both approaches are familiar. 

118  Therefore the following comment in Richter and Herrmann (2002: 5) is wrong: “In 
apparent contradiction to basic principles of valuation they [i.e. Liu et al. (2002); the 
author] find that multiples based on forecasted earnings clearly outperform different 
kinds of cash flow multiples.” 
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bases of reference because of the cash flow decreasing impact of certain capital 
investments. 

Fig. 13. The “earnings/cash flows” relevance square 
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3.2.1.5 Forward Bases Versus Trailing Bases 

The choice between forecasted future (forward) and contemporarily reported 
(trailing) bases of reference is also of particular interest in CCV. Typically, this is-
sue is relevant only for performance-oriented bases of reference (like earnings or 
cash flows). Substance-oriented bases – such as book value of equity or total as-
sets – are seldom forecasted. One reason for this lack of forecasts is that the per-
centage change between trailing and forward book values is rather small and 
therefore a possible utility gain of the forecast is typically small. Another reason is 
that the estimation of these variables not only requires a forecast of the operating 
and financing activities of a company, but also of the dividend policy. 

In general, appraisers have to balance the advantages of the higher (forward 
looking) amount of information that is inherent in forward bases against the disad-
vantages of the uncertainty associated with these forecasts. Typically, the uncer-
tainty about the forecast validity decreases with the future reporting date ap-
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proaching because of the shorter time horizon: Appraisers have more information 
about future accounting variables and the risk of unexpected events has decreased. 
Thus, the value relevance of forward bases increases with a decreasing time to the 
reporting date. Additionally, the information inherent in trailing bases is getting 
old and therefore less value relevant the longer the time period from the historical 
reporting date. This effectively means that the use of forward earnings is more ad-
visable from the perspective of value relevance the closer the future reporting date 
is. Figure 14 illustrates this. However, if the appraiser has access to a sufficiently 
large and high-quality set of information, the use of forward bases could be supe-
rior to trailing bases from a value relevance perspective even at or shortly after the 
date of reporting. For the same reason, the use of forward bases other than for the 
next period (e.g. 2-year-forward bases) might also be appropriate under certain 
circumstances. 

Fig. 14. The general value relevance of trailing and forward bases of reference 
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Especially with regard to earnings119 it can be theoretically shown that forward 
earnings-value relations are less demanding on the accounting system than trailing 
earnings-value relations are. More precisely, the probability of linear earnings-
value relations over time – and therefore of high value relevance – is higher for 
forward earnings than for trailing earnings. This result holds especially in the real-
istic case that market participants cannot observe all information variables (see 
Ohlson, 1991; Yee, 2004). The reason for this phenomenon is that earnings fore-
casts naturally neglect unexpected non-recurring items (so-called “one-timer”). 
Therefore they are typically more sustainable than trailing earnings. 

However, the problem of uncertainty about future events remains and, thus, no 
general statements about the relative value relevance of both kinds of earnings can 
be made. These theoretical studies only indicate that the accounting quality is usu-
ally higher for forecasted than for reported earnings, all other things being equal. 
Moreover, as outlined in chapter 2.4.1, appraisers are typically aware of the prob-
lem with non-recurring items. Consequently, appraisers might adjust current earn-
ings for CCV purposes so that they better resemble the economicly reasonable 
figures. 

                                                           
119  Earnings are by far the most often forecasted accounting figure. Therefore the bulk of 

all empirical studies dealing with forward accounting variables focuses on earnings. 
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Part of the recent empirical research suggests that trailing (i.e. current) earnings 
do not reflect the underlying economic events in a timely manner (see Basu, 1997; 
Easton et al., 2000). Following these studies, a portion of earnings is already an-
ticipated by the capital market before the announcement date. Event studies focus-
ing on the relative information content of current earnings and management fore-
casts typically find that stock prices react stronger to earnings estimates 
announcements than to reported earnings announcements (see e.g. Conroy et al., 
2000). They conclude that forecasts are far more pricing relevant than current 
variables. A more differentiating study found that the market places relatively 
more importance on earnings forecasts if the company is in a high growth stage or 
if the company discloses earnings surprises (see Ota, 2001). This phenomenon is 
due to the lack of current earnings sustainability in such cases, which, in turn, re-
duces their predictive ability for future expected financial benefits. 

Another important issue – when dealing with forward earnings – is that ap-
praisers who do not conduct their own forecasts but plan to use forecasts pub-
lished by an external source have to act with care. Since the typical way forecast-
ers reach their results is not disclosed, the automatic reliance on such a black-box-
figure can easily yield noisy valuation results. Thus, it might be appropriate to 
challenge the formation process of these forecasts before using them. Such a re-
view, however, is a difficult task. It can only be accomplished by recalculating 
earnings estimates step-by-step – which is in turn identical to an own forecast. 
While this proceeding might add to “remove some of the mystery surrounding 
analysts’ forecasts”120, it is not advisable for practical use. Typically, the quality 
(and the value relevance, too) of aggregated consensus forecasts (e.g. I/B/E/S 
earnings estimates) is quite high, even if they tend to slightly overestimate the real 
numbers (see Ababarnell, 1991; La Porta, 1996; Brown, 1996; Brown, 1997; 
Brown, 1998). Because of their broad acceptation at capital markets, these consen-
sus forecasts can be seen as a proxy for the forecasts inherent in stock prices. Con-
sequently, they can be expected to exhibit relatively high value relevance. In con-
trast to that, individual forecasts of single analysts or banks have to be expected to 
be of lower value relevance because of the high risk of unsystematic over- or un-
derestimations. 

3.2.2 Future Similarity Between the Target Company and Comparable 
Companies  

The future similarity of the target company and the peer group crucially deter-
mines the choice of the basis of reference. This is not an issue of classical value 
relevance as described in section 3.2.1, where reference variables were chosen 
based on how they are presumably related to the market value of the target com-
pany. It is rather an issue of indirect cross-company value relevance. That means, 
reference variables should also be chosen based on the target company’s future 

                                                           
120  Beaver (1999: 41). Regarding the amount and quality of information captured in ana-

lysts forecasts, see Cheng (2004). 
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development in relation to comparable companies, and based on the comparable 
companies’ development in relation to the target company. This issue is mainly re-
lated to the choice between different bases of reference that stem from the income 
statement. 

If the target company is likely to change its capital or cost structure such that it 
resembles that of the comparable companies in the future – assuming that compa-
rable companies fulfil the selection requirements of section 3.1.1 – it is rather ap-
propriate to choose the (trailing) bases of reference that are largely unaffected by 
these changes. More precisely, for a company that plans to change its portion of 
debt financing to the average peer group level, current net income will probably 
not be an appropriate basis of reference because it is affected by the interest paid 
on current debt. Consequently, the use of variables that are determined without 
considering financing costs (such as EBIT, EBITDA or sales) is more reasonable. 
Accordingly, a company that plans to adapt its cost allocation policy (i.e. the de-
preciation and amortization policy) to the peer group level should be valued using 
bases of reference that are determined before considering cost allocation (such as 
EBITDA and sales). Similarly, if a company will adjust its cost structure so that it 
corresponds to the average of the comparable companies, the use of variables that 
include current cost will most likely result in distorted valuation results. With re-
gard to income statement variables only sales meets the demand of being unaf-
fected by costs. Figure 15 illustrates the relation between future similarity of com-
panies and choice of the basis of reference for two typical scenarios. Company A 
temporarily has lower depreciation than the peer group but these differences will 
even out in the future. Since EBIT and net income are distorted by these interim 
differences, appraisers should rely on EBITDA or sales. Company B temporarily 
has higher interest expenses and therefore the use of net income as a basis of ref-
erence will lead to biased valuation results. 

This whole explanation is similar to that of the relative value relevance of en-
terprise value variables and equity value variables. The big difference is that this 
section also deals with the case where comparable companies change their cost 
structure or capital structure while the target company’s financial relations stay 
constant. Thus, even if a certain basis of reference has high value relevance, it 
could be more appropriate to use other bases of reference in CCV because of the 
expected development of comparable companies. The scenario where comparable 
companies change to the target company level is, however, of minor importance in 
practice since usually such companies cannot be seen as “comparable” and there-
fore have to be removed from the peer group. One situation where this issue is 
relevant is the valuation of an established company within a young industry. In 
this case, peer group companies presumably change their capital structure or cost 
structure over time while the target company’s balance sheet and income state-
ment figures are supposed to remain relatively stable. 

To summarise: Apparently, the provision for the future similarity of the target 
company and comparable companies is especially important when valuing com-
panies that have certain different current characteristics than the set of comparable 
companies but are likely to become similar over time. In practice, this could be the 
case e.g. for distressed companies which face a debt restructuring or companies 
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that were subject to a leveraged buy-out recently (changing capital structure over 
time in both cases) or for young companies (changing cost structure over time). It 
is, however, also an important issue for the valuation of rather established compa-
nies in a young industry. 

Fig. 15. The relationship between future similarity of companies and reference variable se-
lection in two typical cases 
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3.2.3 Technical Limitations of Valuation Models 

Regardless of any economic reasonability (such as value relevance of the refer-
ence variables or the provision for future similarity of the target company and the 
comparable companies) some models are simply not applicable under certain cir-
cumstances because of technical limitations. These limitations are always related 
to the way in which data from the comparable companies are aggregated. The 
technical applicability, in turn, crucially determines the choice of the valuation 
model in general and especially the selection of the basis of reference. These limi-
tations are described below for both general variants of aggregating the peer group 
results: the simple average approaches and the regression approaches. Addition-
ally, the consequences for the reference variables selection are briefly discussed. 
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Limitations of models using the simple average approach to aggregate peer 
group results 
The simple average approach to aggregate peer group results comprises the appli-
cation of the arithmetic mean of the multiples, the median of the multiples and the 
harmonic mean of the multiples. These aggregation approaches are typically ap-
plied in the context of classical single-factor CCV models such as the PE ratio or 
the PB ratio (see Pratt et al., 2000: 243-244; Damodaran, 2002: 458-460). All 
these simple average approaches have common ground in that they result in a zero 
value of the target company if the reference variable has a zero value.121 More-
over, these approaches yield negative corporate values if the basis of reference is 
negative. 

The latter phenomenon is obviously not in accordance with the fact that equity 
values cannot become negative. This non-negativity of equity values holds be-
cause shareholders’ liability is limited to the positive amount paid for the shares 
(see Gerke and Bank, 2003: 385). To put it more clearly: If the value of the whole 
firm would be equal to (or even less than) the value of debt (i.e. the value of eq-
uity would be zero respectively negative) the corporation would immediately de-
fault on the debt and, thus, would go bankrupt. This mechanism effectively pro-
hibits the value of equity from being negative in practice.122 

As a consequence, CCV models that rely on some sort of the simple average 
aggregation method are reasonably applicable only if the basis of reference is zero 
or positive. This non-negativity restriction typically has to be construed exten-
sively; i.e. not only negative but also low positive reference variables should be 
excluded from these simple average aggregation models. Nonetheless, from a pure 
technical point of view, the only requirement is that the value of the reference 
variable must not be below zero. 

This restriction is of minor practical relevance if substance-oriented bases of 
reference are applied since they rarely become negative. Contrary to that, per-
formance-oriented reference variables such as cash flows or accounting figures 
drawn from the income statement can easily fall below zero. In practical valuation 
settings, appraisers react to that problem by simply ascending the income state-
ment until they find an appropriate positive reference variable or, alternatively, try 
to find some sort of cash flow that is positive. 

To put it more precisely for variables drawn from the income statement: Net in-
come (which is located in the lowest position of the income statement) is calcu-
lated after subtracting all costs from sales. EBIT is calculated before the result 
from financing and before taxes. Since for non-financial companies in most cases 
interest expenses exceed interest income, EBIT typically exceeds net income. 
Therefore, compared with net income, it is more likely that EBIT is a positive fig-
ure. The probability of EBITDA being positive is even higher than the probability 

                                                           
121  See Figure 2 on page 45. 
122  Consistent with this non-negativity restriction, the market value of equity equals the 

value of a long call option on the value of the whole firm with the face value of debt 
as the strike price, see Black and Scholes (1973); Damodaran (2002: 817-827); Cope-
land et al. (2005: 206-208). 
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of EBIT being positive, since EBITDA is determined before considering deprecia-
tion and amortization. Sales are always positive since they are not diminished by 
any costs.123 Figure 16 highlights the use of different income statement related 
bases of reference in classical single-factor CCV models for four different scenar-
ios. 

Fig. 16. The use of income statement related bases of reference in classical single-factor 
models for four typical sales-cost scenarios 
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Limitations of models using the regression approach to aggregate peer group 
results 
In most cases, regression based approaches in CCV are affected by typical small 
sample problems. Consequently, the central limitation to these models is the num-
ber of observations as compared to the number of estimated parameters. While 
models that are based on the simple average approach are principally applicable 
with only one comparable company, ordinary least square (OLS)-regression based 
models require at least as many observations as estimated parameters (see De-
Fusco et al., 2001: 294-295, 435). That means that a model which is based e.g. on 
earnings and book value (and therefore has three parameters including the inter-
cept term) requires at least three comparable companies.124 If additionally the qual-
ity (i.e. the goodness of fit) of the regression needs to be determined, one more ob-

                                                           
123  See section 5.2.4.1 for descriptive statistics about the frequency of positive net in-

come, EBIT, EBITDA and sales. 
124  By suppressing the intercept term the number of comparable companies can be re-

duced by one. However, there is typically no economic reason for this suppression. In 
this context, it is worth noting that simple linear regression models with a zero inter-
cept are very similar to models using the simple average aggregation method. 
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servation is necessary.125 If regression approaches other than OLS should be ap-
plied still more observations are necessary. 

There are two other problems of small samples that apply to regression based 
CCV models but also to simple average based CCV models. First, the smaller the 
sample the more vulnerable the regression to outliers is, i.e. to company data that 
are far away from the rest of the data. Second, the quality of the regression in-
creases with the number of observations. 

The regression based CCV models sometimes violate other assumptions made 
with the OLS regression approach.126 In particular, the variance of the residuals 
might not be the same across all observations (heteroscedasticity) (see Kothari and 
Zimmermann, 1995: 168), and the independent (fundamental) variables might not 
be uncorrelated (multicollinearity) (see Herrmann, 2002: 120). However, these 
problems do not automatically lead to the inapplicability of CCV. In fact, to what 
degree these possible violations influence the regression result has to be analysed 
in the context of concrete valuations. 

Sometimes it is mentioned that the relationship between corporate values and 
fundamentals should be non-linear rather than linear (see Herrmann, 2002: 120). 
This, however, is not a typical problem of the regression approach; models using 
the simple average aggregation approach are based on an even more severe under-
lying assumption regarding the linear relationship. Moreover, CCV models can be 
modified to account for a possible non-linear relationship.127 

The argument sometimes heard, that regression based models violate the value 
additivity principle128, is not true. In fact, the parameters are totally different from 
single projects or value components. Instead, as outlined above, they have to be 
seen as predictors for future development of financial benefits. 

3.2.4 Consequences for Comparable Company Valuation with Special 
Regard to the Choice of the Valuation Model 

Some general remarks regarding the selection of the valuation model can be made 
based on the above discussions about the dimension of market value to be deter-
mined (equity or firm value), the proper use of certain bases of reference and the 
need for combination models. All statements are based on the assumption that 
there are no factors other than the value relevance of the bases of reference, the fu-
ture similarity between the target company and the comparable companies, as well 
as the technical limitations of some valuation models that might influence the se-
lection process: 

                                                           
125  See DeFusco et al. (2001: 397). The assessment of the regression fit is usually done 

by an analysis of variance, see Greene (1997: 84, 250-257). 
126  Regarding the assumptions underlying OLS regression models (of which most pertain 

to the model’s error term), see DeFusco et al. (2001: 432). 
127  See sections 4.3.2.2 and 4.3.2.3. 
128  See Herrmann (2002: 121). Regarding the value additivity principle, see Copeland et 

al. (2005: 30-31). 



3.2  Determinants of Valuation Model Choice      97 

a. In most cases of single-factor CCV, it is advisable to favour after-cost bases of 
reference (when using income statement related bases) because they are as-
sumed to generally have higher value relevance than before-cost bases of refer-
ence. Thus EBIT- or net income-based models yield probably more accurate 
valuation results than models that rely on sales or EBITDA. The reason for this 
is that the bases mentioned first are more similar to the financial benefits that 
matter in direct valuation cases (i.e. to cash flows) 
If however, the relation between the target company and the peer group is char-
acterised by temporary differences in COGS or in cost allocation policies – i.e. 
differences that are expected to even out over time – then sales based models (if 
the cost allocation policy and/or COGS become similar) or EBITDA based 
models (if the cost allocation policy becomes similar) might indeed lead to 
more accurate valuation results. Similarly, if after-cost bases are negative while 
before-cost bases are positive figures then appraisers have to rely on the before-
cost bases anyway. 

b. Sometimes it is argued that enterprise value bases of reference are superior be-
cause they allow for the valuation of companies with different capital structures 
(see Küting and Eidel, 1999: 229; Benninga and Sarig, 1997: 324-325; Krolle, 
2005: 47). This, however, is not totally correct. In general, two companies with 
noticeably different capital structures cannot be seen as substitutes – no matter 
what basis of reference is used in CCV (see also Coenenberg and Schultze, 
2002: 700-702). The main reason for this is that different portions of debt fi-
nancing lead to a different financial risk and therefore to a different cost of eq-
uity. As a consequence, companies with different capital structures and all other 
things being equal have to be valued differently (see Herrmann, 2002: 80). 
If, however, these differences in the capital structure are only temporary then 
enterprise valuation models might indeed be superior to equity valuation mod-
els because the bases of reference are not affected by this transitory disequilib-
rium. 

c. The price/sales ratio is not an appropriate single-factor valuation model. This is 
the case because the numerator and denominator in single-factor multiples 
should usually correspond with respect to the capital claims, i.e. both figures 
should either belong to equity holders or both figures should belong to equity 
and debt holders. As regards the price/sales ratio, however, the numerator (pri-
ce) is a pure equity figure while the denominator (sales) is calculated before 
considering financing activities and therefore belongs to all capital providers. 
This mismatch gives rise to the fact that the price/sales ratio is not a reasonable 
valuation model from an economic point of view. 

d. The use of free cash flow as a basis of reference is not appropriate. This is the 
case because – if used as a static performance benchmark – it is not possible to 
find out whether a low free cash flow is a bad sign (the result of operating 
weakness) or a rather good sign (the result of high capital investments) and vice 
versa. This, in turn, means that companies would be valued low just because 
they invest heavily in fixed assets and working capital. This is an obvious para-
doxon and, thus, the use of free cash flow cannot be legitimated from an eco-
nomic point of view. 
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e. High-growth companies and temporarily underperforming companies often 
lack positive net income (and possibly also EBIT and EBITDA) figures. As a 
consequence, when performing classical single-factor CCV, net income (and 
possibly also EBIT and EBITDA) is not applicable as basis of reference. Thus, 
because of technical restrictions, appraisers often have to rely on bases of refer-
ence that are of minor value relevance, which might be a major problem in 
CCV. 
Appraisers have to assess case-by-case whether the use of a low value rele-
vance valuation model still allows performing reasonable business valuation. In 
any case, the uncritical application of e.g. sales based models – as has been do-
ne sometimes during the high tech boom in the late 1990s – is not consistent 
with valuation theory and might often result in dramatic mis-valuations. 

f. Single-factor models are not reasonably applicable for negative bases of refer-
ence due to technical restrictions. However, appraisers are also advised not to 
apply these models for zero value or low positive reference variables. While 
technically applicable, classical single-factor models lack any economic foun-
dation in such a case. In fact, single-factor models cannot assign reasonable va-
lues to these companies, because they do not consider that real ‘value-reference 
variable’ relations rarely go through the origin (e.g. in reality “zero earnings” 
does not automatically mean “zero value”). Consequently the valuation results 
are often biased for “few-cent stocks” (i.e. there may be PE ratios of up to 
10,000) (see Damodaran, 2002: 459). Nevertheless, it remains upon the as-
sessment of the appraiser for which minimum value of the reference variable 
single-factor models yield economicly sound valuation results. 

g. Valuation theory predicts that there might be multi-factor models that have 
higher value relevance than single-factor models. For example, following the 
ideas of Ohlson (see Ohlson, 1995), models that include current book value and 
earnings should be able to explain most of the variation in market values. How-
ever, it remains to be shown how each variable should be weighted and how 
these models should effectively be structured so that superior valuation accu-
racy could be expected. 

3.2.5 Implications for the Selection of Comparable Companies 

The discussions about the choice of the valuation model have a direct impact on 
the other main part of CCV: the peer group selection. Two points are worth men-
tioning: (1) Each valuation model has its own similarity requirements and (2) 
some models explicitly exclude certain companies from the peer group. 
(1) As highlighted in section 3.1.1, the valuation-theory driven approach to 
peer group selection prescribes that every single-factor model requires the compa-
rable companies to have certain unique similarity characteristics. As a conse-
quence, different models typically require a different set of comparable compa-
nies. Even if appraisers rely on the practice-oriented selection approach, these 
differences remain. The clear focus on industry classification in this approach 
aims at identifying companies with identical financial benefits’ growth rates. In-
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dustry classification is, however, not a substitute for other model unique criteria 
(e.g. similar capital structure when applying the EV/EBIT ratio, or similar net 
margin when applying the EV/sales ratio). Nevertheless, in real valuation cases 
appraisers often do not consider this and use the same peer group for every single-
factor model. 
Multi-factor models aim at explicitly including multiple value drivers in the valua-
tion model and therefore at reducing the similarity requirements for the set of 
comparable companies. Thus, the number of companies that could principally 
serve as comparable companies should be higher in the case of multi-factor mod-
els than in the case of single-factor models. The determination of the similarity re-
quirements, however, is not as straightforward as it is for single-factor models. 
Anyhow, a valuation theory derived criteria index for a multi-factor model that in-
cludes book value of equity and net income can be found in section 4.3.2.4.  

Fig. 17. Impact of valuation model choice on the number of comparable companies avail-
able 
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(2) Using classical single-factor models – i.e. applying some sort of simple 
average aggregation approach – definitely sets limits to the selection of compara-
ble companies. These models typically do not allow for the inclusion of compa-
nies with negative reference variables and, thus, the peer group typically consists 
only of companies with positive reference variables.129 Beyond these purely tech-
nical restrictions, appraisers are additionally well advised not to include compa-
nies with low positive bases of reference because of economic reasons. 

Figure 17 emphasizes the impact of the valuation model choice and the compa-
rable company selection. For single-factor models, the similarity requirements are 
much lower the more similar the reference variable is to cash flows – a conclusion 
that directly comes from section 3.1.1. This, in turn, means that there are princi-
pally more comparable companies available for cash flow affined bases of refer-
ence (in the best case: cash flows themselves) than for those that are very different 
from cash flows (i.e. sales). Moreover, multi-factor models aim at loosening the 
similarity requirements for the comparable companies. They therefore allow a 
principally higher number of companies to serve as comparable companies. 

3.3 Comparable Company Valuation as an Integrated 
Process 

Lessons learned 
The lesson learned from chapter 3 is that CCV is an integrated process in which 
all the parts should interdigitate. From an economic point of view it is not possible 
to determine the set of comparable companies without considering the chosen 
valuation model. Likewise, appraisers cannot reasonably choose valuation models 
without accounting for the availability of comparable companies. This availability, 
in turn, is a function of the similarity of companies and the degree of market effi-
ciency/pricing quality. Figure 18 highlights this integrative approach. 

 
The “solution package” 
A sound start to CCV is an “inventory taking”; i.e. to determine which companies 
can serve as part of the basic population of comparable companies. Such compa-
nies can be characterised first by similar industry classification and similar capital 
structure. After that, a set of generally appropriate valuation models should be de-
termined. The main decision criterion is now the value relevance of the reference 
variables but also the existence of any technical limitations. If the target company 
is expected to change its cost structure, its cost allocation policy or its capital 
structure during the next few years, then the discussions about the future similarity 

                                                           
129  As a solution to this problem, it is sometimes proposed to aggregate the market values 

and the bases of reference for all comparable companies and to calculate the aggre-
gate multiple afterwards, see Damodaran (2002: 459). This approach however, does 
not enjoy widespread popularity in valuation practice. Additionally, it is questionable 
whether this is consistent with valuation theory. 
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of the target company and the set of comparable companies should also be ac-
counted for. 

In the next step, these models should be reviewed and checked as to whether 
they specifically allow for a sufficiently large set of comparable companies. This 
should be done considering the discussions concerning the similarity criteria with 
respect to comparable companies and the degree of pricing quality. Appraisers 
possibly also have to account for any technical restrictions. In the last step, the 
model that best fits the requirements and that promises the most accurate valuation 
results should be performed. If more than one model is principally appropriate 
then all of them should be applied because of the need for plurality of valuation 
approaches. Contrarily, if the appraiser feels that none of the models would yield 
reasonable valuation results then CCV in general is not an apt valuation approach 
in this case. 

It is worth noting that in most cases the efforts to be done in the whole valua-
tion process are absolutely comparable to the efforts necessary to perform a DCF-
valuation.130 

Fig. 18. The integrated process of comparable company valuation 
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130  This opinion is also shared by Moser and Auge-Dickhut (2003: 222). 





 

4 Processing Comparable Company Valuation 

This section deals with how to process the different variants of CCV: immediate, 
single-factor and multi-factor models. The focus of the outlines is clearly on 
multi-factor models for two reasons. First, immediate CCV models are theoreti-
cally not challenging and do not play any role in valuation practice. Only a short 
explanation about immediate CCV is presented in section 4.1 in order to put 
across a complete picture of CCV but no in-depth discussion about these models is 
necessary here. Second, because single-factor models are by far the most dominat-
ing models in practice, a lot has been written about them. Literature is full of de-
scriptions about how to process classical models, such as the PE ratio or the PB ra-
tio. Therefore, section 4.2 is restricted to a short summary of the most important 
issues of the single-factor CCV process. Additionally, some common mis-
interpretations and practical problems associated with these models are presented 
in detail. This description of theoretical and practical challenges associated with 
single-factor CCV directly leads to the presentation of multi-factor models. In sec-
tion 4.3 an overview of some existing multi-factor models as well as the theoreti-
cal derivation of a new multi-factor model based on book value and earnings is 
given. 

4.1 Immediate Comparable Company Valuation 

4.1.1 Valuation Process 

Immediate CCV models are based on the observation that – in an efficient market 
– shares of identical companies should have the same price. In this context, “iden-
tical” means that the target company and the comparable companies should ex-
hibit the same value-driving factors (financial benefits FB, cost of capital c and 
growth rate of financial benefits g):131 

it jtV V=  

if FB FBi jτ τ=  and c ci j=  and g gi j=  

                                                           
131  See section 2.3.1 for a more detailed description of the theoretical foundations of im-

mediate CCV. 
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To process immediate valuation in an efficient market, appraisers have to find a 
set of companies that is on average identical to the target company (or a set of 
companies of which every single company is identical to the target company). In 
such a setting, the price of the target company equals the average price of the set 
of comparable companies. 

Of course, markets have to be sufficiently efficient – or existing inefficiencies 
have to be adequately accounted for by appraiser – in order to receive accurate ap-
praisal values. 

4.1.2 Problems Associated with Immediate Comparable Company 
Valuation Models 

If the requirements are fulfilled, immediate CCV is a very straightforward ap-
proach to value a company. However, while immediate CCV can be seen as the 
“mother” of all CCV approaches because of its close connection to the principle of 
arbitrage, it is associated with a major shortcoming: Companies are in no way 
standardised products and – as a consequence – it is difficult to find comparables 
because of the limited number of companies principally available. 

This becomes clear when looking at the German market.132 The basic popula-
tion of potential comparable companies does not include all of German companies 
but only the number of listed German companies. This is the case because only 
listed German firms have stock prices readily available. In July 2003 there were 
987 German companies quoted at German exchanges. To ensure a sufficiently 
high degree of liquidity and therefore market efficiency, however, appraisers can 
only focus on companies quoted in the two major segments of the German market: 
the Prime Standard and the General Standard. This reduces the number of compa-
nies principally available for CCV to 693 as of end of July 2003 (see DAI, 2003: 
15). 

Bearing in mind this small number of companies it becomes obvious that it is 
very unlikely – even if principally possible – to find two or more companies that 
are identical in the three main value drivers.133 Moreover, even if there are identi-
cal companies it might be difficult to recognize their identity. Of course, the iden-
tity in financial benefits and cost of capital is easy to discover. However, in many 
cases it is not easily possible to assess whether companies have equal growth rates 
of financial benefits. The problems associated with determining the growth rates 
of financial benefits are thoroughly addressed in sections 4.2.2.4 and 4.2.2.5. It is, 

                                                           
132  It is assumed here that companies of different national markets can principally not be 

regarded as comparable due to different legal, tax and competition related circum-
stances, see section 3.1.1.1. In exceptional cases, foreign companies that are listed at 
domestic exchanges can be seen as sufficiently integrated into the domestic market. 
Moreover, in valuation practice the set of comparable companies often consists of in-
ternational companies due to small national peer groups. 

133  Even on the US market, with many more companies quoted) immediate CCV models 
are not relevant at all in valuation practice. 
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however, important to note that these problems of discovering the equality are of 
minor importance in practice, compared to the problems discussed above regard-
ing the non-availability of comparable companies. 

To sum up: It has to be stated that – mainly due to the non-existence of a suffi-
ciently high number of comparable companies – immediate CCV approaches 
share almost no popularity at all on capital markets and are of no importance in 
business valuation. Nevertheless, the underlying concept (principle of arbitrage) is 
overwhelmingly straightforward. Therefore, these approaches have to be under-
stood as the methodological basis of (and pave the way for) the more sophisticated 
single-factor and multi-factor CCV models. 

4.2 Single-Factor Comparable Company Valuation 

4.2.1 Valuation Process 

Single-factor CCV is by far the most relevant CCV approach in practice. Many of 
the points that are important in this section have already been discussed in great 
depth in chapters 2 and 3. Thus, on the one hand the description below can be un-
derstood as a wrap on the main issues that are especially essential in single-factor 
CCV. On the other hand, however, this section also provides a compact guideline 
on how to proceed with single-factor valuation and on how to avoid common mis-
takes. While it has been outlined in section 3.3 that CCV should always follow an 
integrated process of selecting the basis/bases of reference and selecting the com-
parable companies, the single steps are presented separately below for a better un-
derstanding. 

 
Choice of the basis of reference 
In the first step appraisers have to assess whether the model chosen has any tech-
nical restrictions. If the appraiser decided to use – as in most cases – classical sin-
gle-factor models that rely on a simple average aggregation mechanism (such as 
the PE ratio or the PB ratio), reference variables cannot be negative. In this con-
text it is important to note that accounting figures that stand at the top of the in-
come statement have a higher probability of being non-negative than those that 
stand at the bottom of the income statement; i.e. in most cases sales is bigger than 
EBITDA which is bigger than EBIT which is bigger than net income. If the ap-
praiser decides to perform a regression-based aggregation of peer group data, 
however, there are no restrictions concerning the choice of the basis of reference. 

From the resulting set of technically applicable bases of reference the appraiser 
has to choose the one that has the highest expected value relevance. To determine 
the degree of value relevance the theoretical discussions in section 3.2.1 might be 
helpful. An important constraint to this value relevance assessment is the future 
similarity of the target company and the comparable companies. If companies pre-
sumably change their cost structure or capital structure in the future then other 
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than the most value relevant reference variables might be advisable. section 3.2.2 
gives guidance on how to account for this issue. 

It is worth noting that the use of enterprise bases of reference (bases that are 
calculated before considering the financing of the company, such as sales, 
EBITDA, EBIT, or total assets) requires building multiples that relate the variable 
to the value of the whole firm (the value of both equity and debt; the so-called en-
terprise value). Contrary to that, the use of equity bases of reference (bases that are 
calculated after considering the financing of the company, such as net income or 
book value of equity) require building multiples that relate the variable to the 
stock price (i.e. the market value of equity). 

Two common mistakes when choosing the bases of reference are (1) the use of 
free-cash flow bases in general (as proposed e.g. by Damodaran, 1996: 309-312) 
and (2) the combination of price and sales when putting together the multiple (as 
proposed e.g. by Damodaran, 2002: 544-551; Stowe et al., 2002: 216-222; see also 
section 3.2.1.2). (1) The problem in the first case is that the reference variable is 
negatively affected by two conflicting components: (value diminishing) costs and 
(typically value enhancing) investments. To put it more clearly, current free cash 
flow might be low due to high costs – which is reasonable – or due to high in-
vestments – which is unreasonable. The negative effect of investments is not in 
line with the central underlying principle of single-factor CCV which says that the 
reference variable and the value of the company should be non-ambiguously posi-
tively related. Therefore, current free cash flow is a very bad indicator of future 
free cash flow and should not be applied as a basis of reference.134 (2) In the sec-
ond case, appraisers compare a pure equity figure (i.e. the stock price) with an en-
terprise figure (sales). The financial inequality of numerator and denominator re-
sults in biased valuation results, especially at levels of high debt financing of the 
companies that are involved in the valuation process. 

 
Selection of comparable companies 
First, appraisers have to identify fundamentally similar companies. This similarity 
heavily depends on the applied valuation model. By rearranging the Gordon 
growth model the value driver for every single-factor CCV model can be ex-
posed.135 A company qualifies for the basic set of comparable companies if it ful-
fils all similarity criteria; the long-term growth rate of financial benefits is always 
one of these criteria. 

The identity in many similarity criteria – such as the cost of capital or the gross 
margin – is more or less straightforward to detect, because the respective account-
ing figures are currently available to or can be calculated by appraisers. Contrary 

                                                           
134  See also section 3.2.1.4. Clearly, if appraisers correctly account for the growth rate of 

free cash flows then CCV is also possible using these cash flows as a basis of refer-
ence. However, while it is very difficult to determine the growth rate of financial 
benefits in general (see section 4.2.2.5) it is almost impossible to determine the 
growth rate of free cash flows of a company that is not in equilibrium, see Bamberger 
(1999: 658-660). 

135  See section 3.1.1 for more details. 
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to that, to find companies with similar long-term growth rates is not quite so 
straightforward. To manage that task, appraisers are typically advised to use the 
industry classification as a proxy for identical future growth. However, that is not 
enough because the growth rate also depends on other determinants.136 

After having established the basic set of comparable companies, the selection 
should continue with a closer look at capital market efficiency and pricing quality. 
As in the case of immediate CCV, it is also important to note here that even in a 
perfectly efficient market not every company is priced correctly but they are on 
average priced correctly (see Damodaran, 2002: 113). This leads to the recom-
mendation to always put together a set of comparable companies (to balance mi-
nor mispricing of single companies) rather than to use a single comparable com-
pany. Since the German market is characterised by a generally high degree of – 
but in no way perfect strong form – efficiency it is additionally advisable to ana-
lyse the set of comparable companies as to whether they are systematically mis-
priced. Indications for such a systematic mispricing are e.g. a recent IPO or the in-
volvement in a takeover bid but also size differences or lack of covering by 
financial analysts. If quoted companies with a low degree of liquidity (companies 
that are not frequently traded) are part of the valuation process then even more 
care has to be taken when assessing the pricing quality. Companies that are as-
sumed to be systematically mispriced compared to other companies have to be 
eliminated from the peer group. 

Two common mistakes when selecting comparable companies are (1) the incor-
rect handling of the long-term growth rate137 and (2) ignoring the difference in 
similarity requirements for each valuation model (see e.g. Barthel, 1996: 150; 
Cheridito and Hadewicz, 2001: 322). Both mistakes are closely connected. (1) In 
the first case, appraisers are aware that long-term growth is a comparability crite-
rion. However, they do not proxy it correctly. In most cases, it is simply the indus-
try classification that determines the peer group, neglecting that there are other 
important influences on growth. (2) In the second case, appraisers use a unique set 
of comparable companies for several single-factor valuation models, such as the 
PE ratio and the EV/sales ratio. Therewith, they ignore that each model has differ-
ent requirements to the selection of peer groups. 

In contrast to the two common mistakes that were presented above (as part of 
the sub-section “choice of the basis of reference”), the two mistakes discussed 
here do not violate the valuation principles. They are rather the result of a bad 
handling and interpretation of similarity requirements. Of course, it is worth not-
ing that in CCV complexity reduction is necessary – especially when dealing with 
growth rates. However, too much of it is contra-productive. Refer to sections 

                                                           
136  An in-depth discussion about the determinants of long-term growth of financial bene-

fits and the problems associated with accurately accounting for this growth rate in 
single factor models is presented in section 4.2.2.5. 

137  Sometimes it is even unknown that the growth rate actually is a fundamental similar-
ity requirement: “For example, application of a price earnings multiple does not re-
quire explicit specification of a firm’s cost of capital or growth rate.” Palepu et al. 
(1996: chapter 7, 16). 
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4.2.2.4 and 4.2.2.5 for details on how to deal with the factor “financial benefits’ 
growth”. 

 
Aggregation process 
Typically, appraisers aggregate the peer group results by using one of the simple 
averaging variants (arithmetic mean, harmonic mean, median) described in section 
2.4.2. If the requirements are fulfilled, the regression approach can alternatively be 
applied. As compared to the simple average aggregation methods, the advantage 
of this approach is that in most cases it assigns a positive corporate value to the 
zero-value or low negative bases of reference. This is rather in-line with reality at 
capital markets. 

Outliers (companies with extreme multiples) are usually eliminated from the 
peer group (see Damodaran, 2001a: 260). 

4.2.2 Problems Associated with Single-Factor Comparable Company 
Valuation Models 

4.2.2.1 Non-Negativity Restriction of the Bases of Reference 

A major problem when applying classical single-factor CCV (i.e. using the simple 
averaging aggregation methods arithmetic mean, harmonic mean or median) is 
that no reasonable (positive) corporate value can be determined if the basis of ref-
erence is negative. This is due to the calculation mechanisms which – for a given 

multiple ( ) 1
V BRjt jτ

−
⋅

⎡ ⎤
⎢ ⎥⎣ ⎦

 – bring forth a straight valuation line that passes 

through the origin of a two dimensional “value – basis of reference BRi”-coor-
dinate system: 
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−
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As a result, positive bases of reference of the target company (BRi >0) yield 
positive corporate values, zero value bases of reference (BRi = 0) yield a zero cor-
porate value and negative bases of reference (BRi < 0) yield a negative corporate 
value (assuming the multiple to be positive).138 At real capital markets, however, 
one can find many companies with contemporaneous negative current accounting 
variables and positive stock prices. Figure 19 shows how some of the most com-
monly used bases of reference relate to the stock price or the enterprise value re-
spectively. Additionally, the multiple line (i.e. the line that would result in single-
factor CCV when using the arithmetic mean as an aggregation method) is plotted 
in the graphs. 

                                                           
138  See also section 2.4.2 and 3.2.3. 
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The conclusion to be drawn from this figure is that the non-negativity restric-
tion for the reference variables is of special importance in terms of net income and 
operating cash flow followed by EBIT and EBITDA. Applying sales and book 
value as reference variables generally yields no major problems because these fig-
ures are positive in almost every case. This finding is in line with the theoretical 
analysis in section 3.2.3. 

Based on this finding one might presume that classical single-factor models 
cannot reflect the reality at capital markets very well. But what are the conse-
quences? If appraisers face negative reference variables in practice they just 
switch to other (positive) bases and use the latter ones in their valuation models. 
This might lead to a situation where appraisers are forced to apply low value rele-
vance figures just because these are the only variables that are applicable from a 
technical point of view. The typical result of such behaviour is a poor valuation 
quality. However, appraisers should be aware that not only negative bases are as-
sociated with problems. The application of low positive bases of reference in clas-
sical single-factor CCV models – although principally possible from a technical 
point of view – often leads to the same poor valuation quality. 

Fig. 19. “Value – reference variables” associations 
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Source: ZEW, Hoppenstedt, KKMDB. 
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4.2.2.2 High Requirements of Comparable Companies 

The valuation theory-driven approach to assessing the similarity of companies 
(section 3.1.1.) has relatively high requirements to comparable companies in terms 
of financial characteristics. Based on the Gordon growth model it could be shown 
that e.g. the PE ratio requires the comparable companies to exhibit the same cost 
of equity, payout ratio and growth rate of dividends. Other classical single-factor 
models have even stricter requirements. Of course, the requirements are much 
lower than in the case of immediate CCV, but they are still tight. 

This would not be a problem in a world with an infinite number of listed com-
panies. However, at real stock markets this is not the case. As has been outlined in 
the discussion about immediate CCV, companies that principally qualify for CCV 
on the German market are scarce. Among these few companies appraisers now 
have to select a sufficiently large set with similar comparability criteria. It is need-
less to say that the number of companies that agree with the relevant characteris-
tics is typically very small. There might be companies with (coincidentally) sev-
eral comparables but there might also be companies with very few or even no 
economicly sound comparables. The consequence for CCV is that in many cases it 
is not easy – sometimes even impossible – to compile a sufficiently large set of 
comparable companies that can reasonably be justified by valuation theory. 

To sum up: The requirements of comparables are much lower than in the case 
of immediate CCV, but they are still high enough to cause a shipwreck of the 
valuation process in some cases. 

4.2.2.3 Is Value Relevance an Issue? 

There might be indications that in some cases single accounting figures have low 
value relevance. For example, for a company that is characterised by an expected 
semi-strong persistence of abnormal earnings both book value and earnings have 
joint value relevance, but neither of these two variables have high individual value 
relevance.139 However, it remains to be shown in the empirical part of this study 
(section 5.2) whether – and if yes: Under which circumstances – this is really a 
problem in the context of CCV. 

4.2.2.4 Dealing with the Long-Term Growth Rate 

The similarity determining factor that is the least predictable is the long-term 
growth rate of financial benefits. Other similarity determinants are usually avail-
able at the date of valuation. In contrast, the long-term growth rate is not; instead, 
it requires a multi-period forecast, which is typically associated with a huge 
amount of uncertainty.  

 
 

                                                           
139  See section 3.2.1.3. 
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Fig. 20. The difficulty of determining the long-term growth rate (in the eyes of analysts and 
investors) 

Question: How difficult is it to determine the
following components in direct corporate valuation?

(Scale 1-5:  1 = very easy; 5 = extremly difficult)

2.49

2.99

3.96

0 1 2 3 4 5

cost of capital

cash flows of the
first years

long term growth
rate of cash flows

Σ = 204 financial analysts and institutional investors

Std.dev.: 0.99

Std.dev.: 1.02

Std.dev.: 0.99

August 2004
 

Source: ZEW 

Fig. 21. Effect of the growth rate on the corporate value 
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A survey among 204 financial analysts and institutional investors, conducted as 
part of the ZEW financial market survey in 2004 (see Meitner, 2005: 8), confirms 
this. The financial experts comment that the determination of the long-term finan-
cial benefits’ growth rate is by far the most difficult job when applying direct 
company valuation models. Figure 20 shows that determining the cash flows in 
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the detailed forecasting period as well as the cost of capital is sensed as being 
much easier. 

The forecasting problem is further complicated by the fact that corporate values 
react very sensibly to a change in the growth rate. Figure 21 helps to clarify the re-
lation between the long-term growth rate and the corporate value. To preserve 
ease of illustration this is done by using the Gordon growth model. 

This all makes the long-term growth rate one of the most delicate issues in 
business valuation. The points that are particularly worth thinking about when per-
forming CCV are the following: Is it possible to accurately determine the long-
term growth rate within a reasonable time for the target as well as for the compa-
rable companies? If yes: How? If not: Is it possible to isolate variables based on 
which long-term growth can roughly be estimated? To answer all these questions, 
a closer look at this issue is necessary. Therefore, the next section sheds some 
light on factors that influence the growth rate of financial benefits and presents a 
way to determine the growth rate step-by-step. 

4.2.2.5 Excursus: How to Determine the Long-Term Growth Rate of 
Cash Flows or Earnings140 

In contemporary literature the issue of “long-term growth rates in the context of 
business valuation” has failed to attract the intensity of scientific research that 
other areas of valuation theory have accomplished.141 Part of the explanation can 
be found in the fact that a fair amount of uncertainty exists when forecasting fu-
ture events, which makes it difficult to admonish specific actions. Additionally, it 
is the interaction of particular accounting issues, corporate strategies, and eco-
nomic variables, which as an entity is difficult to be described.  
 
Critical assessment of some suggestions from literature 
There exists an exhaustive amount of material suggesting numerous ways to de-
termine long-term financial benefits’ growth rates. The most important sugges-
tions are presented below. 

• Linear or non-linear extrapolation either by means of regression or by simple 
long-term averaging (see e.g. Hail and Meyer, 2002: 573-584; Damodaran, 
2001a: 149). Extrapolation of preceding growth rates is not advisable be-
cause this would violate the principle of future orientation of valuation (see 
Moxter, 1983: 97-101; IDW, 2002: 59). Indeed, this principle allows a recur-
sive data analysis to improve the forecasting quality, but – due to the timely 
impermanence of the company itself and of its environment – historical val-
ues cannot be brought forward without a deeper analysis of the specific 
valuation situation. In this context, recent research shows that this method 

                                                           
140  The following outlines are mainly based on Meitner (2005). 
141  Recent exceptions are provided by Albrecht (2004); Chan et al. (2003) and Hensel-

mann (2000). 
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also has to be rejected from a statistical point of view (see Chan et al., 2003: 
655). 

• Using consensus forecasts for listed companies (see Hail and Meyer, 2002: 
584; Damodaran, 1997: 624). While short-term forecasts are on average cor-
rect, long-term estimations result in progressively deteriorating accuracy (see 
Chan et al., 2003: 683; Damodaran, 2001a: 157-158). In addition, it is very 
rare for analysts to provide projections which exceed five years and, thus, 
their estimations only cover parts of the long-term growth rate. Hence, their 
use as a substitute for the long-term growth rate seems to be very limited.142 

• Economic growth as a benchmark (see Baetge et al., 2005: 338; Schultze, 
2003: 74; Copeland et al., 2000: 279). Suggestions for long-term growth 
rates of financial benefits range from using gross domestic product (GDP) 
growth rates (both real and nominal) to the growth rate of private consump-
tion and even as far as the inflation rate. However, a restricted focus on only 
macro-economic indicators for determining the growth rate is too narrow. 
Indeed, this method can be used to describe the growth rate of sales of a 
company if that company is in state of equilibrium143 (which might be sev-
eral years in the future from the date of valuation), but would be insufficient 
to describe the long-term growth rate of financial benefits starting at the date 
of valuation. The following section is dedicated to exemplify this. 

 
Growth determining factors from an economic perspective  
It is undisputed that macro-economic trends have an effect on company growth. 
GDP growth puts a long-term upper boundary on company growth because other-
wise the volume of a company would exceed that of the country (see Schultze, 
2003: 74). However, it is crucial to make clear what is meant by company growth 
in this context. GDP is defined as the value of all goods and services produced in 
an economy within a particular time span (see e.g. Blanchard, 1997: 20) or – to 
put it differently – GDP is nothing more than an indicator for the revenues or sales 
generated in an economy. Consequently, this GDP restriction only holds for the 
growth rate of sales of a company. 

However, GDP growth is not the only source of influence on the growth rate of 
sales. Regarding the medium-term development of the company, specific industry 
variables also have a noteworthy effect. For example, the degree of competition in 
an industry crucially determines the time span in which a company can generate 
sales numbers that are above average and how quickly the sales growth rate ad-

                                                           
142  A contrary opinion is provided by Herrmann (2002 who found that consensus fore-

casts for earnings have at least partial explanation power for the long-term growth 
rate of earnings, see Herrmann (2002: 234). 

143  In direct valuation approaches, such as the DCF-method or the earnings capitalisation 
variants, it is appreciable to perform a detailed forecast of cash flows until companies 
reach the steady state. Once this date is reached, the Gordon Growth Model can be 
applied to determine the terminal value, see Peemöller and Kunowski (2005: 230). 
CCV, however, requires the growth rate as from the date of valuation. 
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justs to its long-term value (see e.g. Porter, 1980: 142-145). Contrarily, company-
specific factors have only a limited influence on sales growth.144 

 
Modeling the growth rate of financial benefits 
The preceding analysis provided a useful basis for establishing the growth rate. 
Nevertheless, a closer look at the characteristics of the relevant growth rate in the 
context of CCV is necessary. Two aspects are of particular importance: (1) The 
long-term growth rate that is relevant in CCV is the average growth rate beginning 
at the date of valuation, and not the growth rate that a company reaches in the state 
of equilibrium. (2) In CCV, growth rates of financial benefits are relevant and not 
growth rates of sales. 

As discussed above, the first of these two issues implies that the long-term 
growth rate is not only comprised of country-wide economic factors but also of 
industry-specific influences. These industry-specific influences have an impact on 
the company’s sales especially in the first few years after the valuation date. The 
conclusion to be drawn from the second aspect is that – in order to determine the 
growth rate of financial benefits – sales at the date of valuation as well as the 
sales-cost situation of the company need to be taken into consideration. This, in 
turn, means that (in contrast to the determination of the growth rate of sales) com-
pany-specific factors are of significant importance. 

The determination of the growth rate of financial benefits follows two steps: 
(1) It is necessary to determine the growth rate of sales at the time of valua-
tion. This can be done by using one of the valuation approaches discussed below. 
• Long-term economic growth 

In the simplest case the company is in a steady state. Thus, the sales growth rate 
is expected to be stable and can therefore be approximated using macro-factors. 
However, it must be remembered that economic growth is only an upper boun-
dary. A sales growth which lies under the GDP growth rate is anything but im-
plausible. 

• Phase Models 
In practice it is common that companies are not in a state of equilibrium at the 
date of valuation. In most cases, companies reveal a higher sales growth rate 
during the first few years after the valuation than during later stages. This cog-
nition led to the development of models that specifically account for the possi-
bility of a dynamic growth rate. One of them stems from direct valuation mod-
els. In the so-called 2-phase model, an interim growth rate is applied (phase 1) 
until the stable long-term growth rate becomes effective (phase 2) (see Stowe et 
al., 2002: 72-73). These two growth rates can be “aggregated” to determine the 
average growth rate. From a technical point of view it is important to note that 
it would also be possible to apply more than just two phases. 

                                                           
144  There should only be some short- and medium-term effects that are due to a highly 

competent management. 
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• The H-Model 
The H-Model assumes a high growth rate at the beginning of the general plan-
ning phase, which declines linearly over time and eventually converges to a 
(lower) long-term growth rate (see Fuller and Hsia, 1984). In general, a more 
transparent reflection of reality can be reached than in the 2-phase model be-
cause the assumption of a sporadic switchover from a high short-term growth 
rate to a moderate long-term growth rate is relaxed. In practical applications the 
H-Model receives reverence in industries where there is only limited competi-
tion amongst companies at the time of valuation. When new companies enter 
the market it should be expected – ceteris paribus – that the growth rate of sales 
gradually declines until it reaches a stabilising equilibrium (see White et al., 
1997: 1101-1102; Stowe et al., 2002: 76-77). 

• Fade Factors 
If a very competitive environment causes a degressive reduction in the growth 
rate, the use of the fade factor model pays to be implemented (see Schwetzler, 
2003: 80). In this model, the relation between two consecutive growth rates can 
be described as follows: 

( ) ( ) 1
1 resp. 11 1

t
g g g gt tt

−
= ⋅ − ψ = ⋅ − ψ−  

The fade factor ψ  is [ ]0 1,∈ . A high fade factor results in a faster decline of 

the growth rate and vice versa. The value of the fade factor can thus be viewed 
as an indicator for the prevailing competition in that industry. 

Fig. 22. Development of the growth rate over time in different valuation models 

Source: ZEW 

Gordon Growth Model

0%
2%
4%
6%
8%

10%
12%

0 1 2 3 4 5 6

Time  (ye ars)

G
ro

w
th

 R
at

e

H-Model

0%
2%
4%
6%
8%

10%
12%

0 1 2 3 4 5 6

Time  (ye ars)

G
ro

w
th

 R
at

e

Two-Stage Model

0%
2%
4%
6%
8%

10%
12%

0 1 2 3 4 5 6

Time (years)

G
ro

w
th

 R
at

e

Fade Factors

0%
2%
4%
6%
8%

10%
12%

0 1 2 3 4 5 6

Time (years)

G
ro

w
th

 R
at

e

Gordon Growth Model

0%
2%
4%
6%
8%

10%
12%

0 1 2 3 4 5 6

Time  (ye ars)

G
ro

w
th

 R
at

e

H-Model

0%
2%
4%
6%
8%

10%
12%

0 1 2 3 4 5 6

Time  (ye ars)

G
ro

w
th

 R
at

e

Two-Stage Model

0%
2%
4%
6%
8%

10%
12%

0 1 2 3 4 5 6

Time (years)

G
ro

w
th

 R
at

e

Fade Factors

0%
2%
4%
6%
8%

10%
12%

0 1 2 3 4 5 6

Time (years)

G
ro

w
th

 R
at

e



116      4  Processing Comparable Company Valuation 

• Conclusion 
The long-term growth rate of sales (which is relevant in CCV) can be calcu-
lated from all of these models as some sort of “average growth rate” either by 
means of iteration (see Schwetzler, 2003: 80) or in a closed form calculation. 
The models represent helpful tools when determining the average growth rate 
in situations where companies are not in equilibrium at the date of valuation. In 
summary, Figure 22 graphically depicts the assumed growth development of 
the models covered thus far.  

(2) Once the average growth rate of sales is determined, one can proceed to 
calculate the financial benefits’ growth rate.145 At this point it needs to be taken 
into account that a company’s total costs are split into fixed and variable costs. 
Therefore, the relationship between sales and operating profits behaves in the way 
that is shown in Figure 23. 

The figure reveals that while sales is always positive, operating profit is nega-
tive at a low sales level. Thus, while the application of a growth rate for sales is 
possible at all levels, for operating profit it is only reasonable to work with growth 
rates if sales exceed the threshold a (because of the need for a positive basis of 
growth). This gives rise to the suggestion that a certain sales growth does not 
translate into an equal growth rate of operating profits. Consequently, to determine 
the growth rate of operating profit that – if applied in the Gordon growth model – 
yields the same corporate value as the application of the already determined 
growth rate of sales, a simple rearrangement of the equation consisting of two 
valuation formulas is helpful. The first formula describes the calculation of the en-
terprise value EV using a constant growth rate of sales SALESg :  

( )( ) ( )

( )( ) ( )
lim 1 10 1

1 1 (1 )0

N n
EV SALES v F cnN n

F c SALES v g c gSALES SALES

−
= ⋅ − − ⋅ +∑

→∞ =
−= − ⋅ + ⋅ − ⋅ + ⋅ −

 (4.1) 

The parameter F stands for fixed costs and v measures the proportion of vari-
able costs to sales. The second formula is simply the Gordon growth model on the 
enterprise level: 

1(1 ) ( )0 0EV EBIT g c gEBIT EBIT
−= ⋅ + ⋅ −  (4.2) 

Equating the right hand expressions of Equations 4.1 and 4.2 and solving for 

EBITg  yields: 
 
 
 

                                                           
145  Below, the growth rate of operating profit is calculated exemplarily. 
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( ) ( ) 1
0 0 0 0g c EV EBIT EBIT EVEBIT

−
= ⋅ − ⋅ +  (4.3) 

 ( ) ( )( ) ( )1with 1 10 0EV F c SALES v g c gSALES SALES
−= − ⋅ + ⋅ − ⋅ + ⋅ −  

Fig. 23. The relation between sales and operating profit 
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Source: ZEW 

Equation 4.3, which is stated for the growth rate of EBIT, is principally valid 
for all kinds of financial benefits (earnings and cash flows). Differences arise 
however in the definition of cost. Figure 24 emphasizes the relation between the 
sales growth rate and the implicit model-based EBIT growth rate. The figure re-
veals that, especially in the case of a low but positive EBIT, differences arise be-
tween the two growth rates at the date of valuation. Thus, special care needs to be 
taken when determining financial benefits’ growth rates for companies, which 
generate low or even negative profits in the short- and mid-term. However, for 
companies with a relatively high level of profits at the date of valuation, the dif-
ference between the two growth rates decreases.  

The results from a ZEW survey (see Meitner, 2005: 10) are largely supportive 
of the procedure to determine the growth rate of financial benefits explained 
above. Being asked about the importance of factors influencing the long-term fi-
nancial benefits’ growth rate, experts stated that company-specific characteristics 
are the most important (none of the participants replied that these factors had no 
significance whatsoever). Of lesser importance were the industry- and economy- 
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wide influences. According to the analysts, profitability (and therefore implicitly 
the amount of earnings) contributes most significantly to the height of the finan-
cial benefits growth rate. Financing opportunities of companies was given inferior 
preference.146 Figures 25 and 26 summarise this. 

Fig. 24. The relation between sales growth and implicit EBIT growth 
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To summarise: Three results and conclusions from the last two sections in par-
ticular are of importance. First, it has been shown both empirically (via the sur-
vey) and theoretically that it is highly difficult to forecast the long-term growth 
rate. Second, industry classification might be a good proxy for the long-term 
growth rate of sales, but not necessarily for the long-term growth rate of financial 
benefits. For purposes of CCV, it is advisable to additionally account for the cur-
rent profitability or the net margin of the company.147 Third, to proxy the growth 
rate by industry plus profitability would further decrease the already small sets of 
potential comparable companies. 

 

                                                           
146  The set of company-specific influences (profitability, dividend policy, external fi-

nancing possibilities) is drawn based on Benninga and Sarig (1997: 317-318). 
147  Certainly, accounting for industry and profitability cannot totally substitute the 

growth rate of financial benefits. However, the outlines above showed that it seems to 
be a good proxy. In this context, the importance of profitability is also supported by 
recent research: An international study found that in CCV comparable company se-
lection based on profitability outperforms comparables selection based on industry 
classification, see Dittmann and Weiner (2005). 
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Fig. 25. Factors influencing the long-term growth rate (in the eyes of analysts and inves-
tors) 
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Source: ZEW 

Fig. 26. Company-specific variables influencing the long-term growth rate (in the eyes of 
analysts and investors) 
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4.3 Multi-Factor Comparable Company Valuation 

Multi-factor CCV models are characterised by more than one reference variable. 
Typically, they are more difficult to apply than single-factor models. Therefore, 
the assessment of such models has to focus on whether they manage to overcome 
all (or at least some) of the problems associated with single-factor models. The 
remainder of this section is organised in the following way: It starts with a short 
overview of some existing multi-factor models. Subsequently, the development 
and derivation of a two-factor model that is based on earnings and book value is 
presented. 

4.3.1 Existing Models 

4.3.1.1 Price-Earnings-to-Growth (PEG) Model 

The Price-earnings-to-growth (PEG) model is a CCV approach that relies on two 
factors: earnings and the expected growth of earnings (see Adrian, 2005: 79; Löh-
nert and Böckmann, 2005: 413; Wiehle et al., 2004: 69; Schwetzler, 2003: 81-82, 
Damodaran, 2002: 487-496; Peemöller et al., 2002: 207). It is defined as the PE 
ratio divided by the respective growth rate. Typically the use of a trailing PE ratio 
rather than the forward PE ratio is required because otherwise growth would be 
counted twice (see Damodaran, 2002: 487). The PEG ratio is a valuation model 
that is often applied in practice. Sometimes it is also used as a simple indicator for 
over- and undervaluation of stocks. In the latter case, a PEG ratio inferior to 1 
means a general undervaluation, while a PEG ratio superior to 1 is a sign of a gen-
eral overvaluation. 

The aim of the PEG ratio is to eliminate the growth factor from the comparable 
company selection by explicitly including that factor into the valuation model. 
This would lower the similarity requirements for the peer group and therefore al-
low for a principally higher number of comparable companies. Remember that a 
high number of comparable companies is appreciable since this allows balancing 
unsystematic mispricings or minor differences in the similarity of companies. 

A closer look at the PEG ratio, however, sheds light on the fact that this model 
fails to do so (see Damodaran, 2002: 491). Taking the Gordon growth model 
(Equation 2.2) as a reference, the comparability criteria for the peer group when 
using of the PEG ratio are as follows: 

( ) ( ) ( )( ) ( ) ( )1 1 11 11PRICE NI g DIV NI g c get t t t
− − −− −⋅ ⋅ = ⋅ ⋅ + ⋅ −  (4.4) 
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Fig. 27. PE ratio and PEG ratio for different growth scenarios 
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Fig. 28. Growth sensitivity of the PE ratio and the PEG ratio 
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Assuming that the clean-surplus relation holds, however, the influence of the 
payout ratio can be eliminated which leads to the final similarity requirements148: 

( ) ( ) ( )1 1
;PRICE NI g f c get t

− −
⋅ ⋅ =  

with  / 0PRICE ceΔ Δ <  and / 0PRICE g >Δ Δ <  

While not thoroughly eliminating the influence of the growth rate, the PEG ra-
tio at least succeeds in limiting its influence for certain growth-companies. This is 
shown in Figure 27 and Figure 28 for a fictitious company with a 20 % cost of eq-
uity. 

The figures reveal that, while the absolute value of the growth sensitivity of the 
PE ratio is lowest for no-growth companies and continuously increases with rising 
growth rates, the absolute value of the growth sensitivity of the PEG ratio has a 
minimum at a growth rate of about 9.5 % (for the exemplary case). The PEG ratio 
has lower absolute sensitivities in the range from 6.5 % to almost 20 % and is 
therefore less affected by the growth rate than the PE ratio. This leads to the con-
clusion that the use of the PEG ratio is especially advisable for high-growth com-
panies.149 Contrarily, for low-growth companies the PE ratio is less dependent on 
the growth rate and is therefore the better choice. 

To summarise, it has to be stated that the PEG ratio cannot be seen as a model 
that is generally superior to the single-factor models for at least two reasons. First, 
the shifting of the growth rate from the selection process to the valuation model 
does not prevent appraisers from facing the forecasting problems associated with 
the growth rate. Second, the intended shifting does not really take place. The PEG 
ratio only limits the influence of the growth rate in the comparable company selec-
tion process but obviously fails to eliminate it. That, in turn, means that the appro-
priate peer group selection still requires the consideration of the growth rate and, 
thus, there is no simplification compared to the selection process associated with 
the PE ratio. 

From a technical point of view, it might be advantageous to use the PEG ratio 
in case the target company is a high growth firm because then this ratio is less sen-
sitive to growth rate changes than the PE ratio. However, it is important to note 
that the use of the PEG ratio requires the determination of the growth rates of all 
companies involved in the valuation process. In contrast to that, for classical sin-
gle-factor models it is only necessary to identify companies with identical growth 
rates but not to exactly determine the growth rates. 

                                                           
148  Sometimes it is mentioned that one of the disadvantages of the PEG ratio is that it 

cannot eliminate the influence of the cost of capital, see e.g. Schwetzler (2003: 82). 
This elimination, however, is not one of the aims of the PEG ratio; the cost of capital 
rather has to be considered as a similarity criterion when putting together the set of 
comparable companies. 

149  A similar opinion is provided by Adrian (2005: 81). 
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4.3.1.2 Multi-Model Approaches 

A variant that enjoys widespread popularity in valuation practice is to apply sev-
eral single-factor CCV models side-by-side and to aggregate the different valua-
tion results in order to finally determine the corporate value. This parallel applica-
tion of more than one model is principally possible with any combination of 
single-factor models. The general proceeding is as follows: Usually, appraisers 
eliminate the outlying results and then construct the corporate value by using a 
simple equal weighting (or some sort of subjective weighting) of multiples. Unfor-
tunately, there is no theoretical foundation to multi model approaches – with one 
exception: A justification for a combination of the PE ratio and the PB ratio might 
be delivered by the Ohlson model.  

It is important to note that the Ohlson model (Equation 3.8) does not require the 
inclusion of a growth rate. Contrarily, it requires the determination of certain per-
sistence parameters. The major achievement of the Ohlson model is the demon-
stration of the formal linkage between value and the two accounting numbers book 
value and earnings (see Lo and Lys, 2000a; Lundholm, 1995: 761). This becomes 
obvious when neglecting the information not captured by current accounting. 
Consequently, a CCV model that relies on both, the PE ratio and the PB ratio, is 
largely consistent with the basic idea of Ohlson. A general problem is that – while 
in the Ohlson model the weightings of the two variables are roughly described by 
the variable k – there is no rule describing how to assign weights to each multiple 
in the PE/PB combination model.  

In literature multi model approaches are sometimes criticised (see e.g. 
Peemöller et al., 2002: 205). This is due to the two reasons that have been men-
tioned already: First, up to this point there is no theoretical basis for multi model 
approaches other than the combination of the PE ratio and the PB ratio. Second, 
even if a combination model of the PE and the PB ratio is applied, the problem of 
how to weigh the two multiples remains. However, despite these theoretical con-
cerns, it has been found for the US stock market that even a simple equally 
weighted PE/PB ratio combination model outperforms both single-factor models: 
the PE ratio and the PB ratio (see Beatty et al., 1999; Cheng and McNamara, 
2000). Also, the investment bank Lehman Brothers actively uses some sort of 
combination CCV model that is mainly based on the relationship of certain operat-
ing profit measures and the company’s assets (see Löhnert and Böckmann, 2005: 
421-427). Nevertheless, it remains to be shown empirically for the German market 
whether certain multi model approaches can yield superior valuation results as 
compared to classical single-factor models. 

4.3.1.3 Empirical Approaches 

A further variant of multi-factor models is the empirical approach. This approach 
is typically based on regression analysis. In the simplest case, the corporate value 
(as the dependent variable) is explained by a set of independent fundamental vari-
ables. Principally, every set of variables can be applied on the right hand side of 



124      4  Processing Comparable Company Valuation 

the regression equation.150 Backed by financial theory, however, are only those 
models that rely on the ideas of the Ohlson model.151 In most of them price is ex-
plained by book value of equity and earnings (and sometimes dividends) (see 
Herrmann, 2002: 119). In a study conducted for the German market it was found 
that such a model has high explanation power, especially for the period after 1990 
(see Möller and Schmidt, 1998: 495-498). 

Additionally, there are other empirical approaches that determine the corporate 
value in two steps. These approaches aim to explain the value of a certain single-
factor model – or its inverse – by a set of variables in the first step. In a second 
step, this multiple has to be applied to the respective basis of reference. In such 
models, the PE ratio often serves as the dependent variable (see Herrmann, 2002: 
114-115). Usually the independent variables are a measure of the systematic risk 
(the company’s beta-factor) and measures of earnings growth.152 Studies show that 
this method of determining the value of single-factor models can contribute to im-
proving the valuation accuracy. However, it still allows for mispricing (see Da-
modaran, 2001a: 294). 

The central point of criticism about empirical approaches is that different com-
panies might have different factor sensitivities (see DeFusco et al., 2001: 602). 
Thus, they are probably priced accurately on average, but there might be notice-
able mispricings in single cases. This is a major problem and dramatically reduces 
the applicability of empirical models in CCV. A second point of criticism is that it 
is doubtable as to whether there is really a linear relationship between the corpo-
rate value (respectively the single-factor model) and the independent fundamentals 
(see Herrmann, 2002: 120; Damodaran, 2001a: 296). That critique seems to be le-
gitimate.153 However, single-factor models rely on the same assumption and even 
worse, they do not only imply a linear relationship, but also imply that the valua-
tion line passes the origin. Therefore, empirical approaches cannot be seen as infe-
rior to classical single-factor models for that reason. 

There has also been other criticism about empirical approaches (lack of theo-
retical foundation, big and heterogeneous samples, etc.) (see Herrmann, 2002: 
120-121). However, most of it is not of major relevance.154 Nevertheless, there is 
room for improvement. Therefore, the next section tries to establish a multi-factor 

                                                           
150  These models are very similar to the Fama-French multi-factor model and certain 

variants of the arbitrage pricing theory; for these models see e.g. Fama and French 
(1993); Copeland et al. (2005: 873-875); as regards the German market see Ziegler et 
al. (2003). 

151  Most studies do not properly account for the “information not yet captured by the ac-
counting system”. Therefore, they cannot be seen as actual tests of the Ohlson model, 
see Lo and Lys (2000a).  

152  See Herrmann (2002: 115); Beaver and Morse (1978: 72); Zarowin (1990: 448); Da-
modaran also includes the payout ratio as an independent variable into his analysis, 
see Damodaran (2001a: 294). 

153  See sections 4.2.2.1 and 4.3.2.2 for an in-depth discussion about linearity in CCV. 
154  See section 3.2.3. 



4.3  Multi-Factor Comparable Company Valuation      125 

model that overcomes most of the shortcomings of the single-factor models and 
the multi-factor models presented thus far.155 

4.3.2 Derivation of a Two-Factor Model Based on Book Value and 
Earnings 

To theoretically derive a two-factor CCV model one has to rely on existing theo-
retical works about the influence of accounting variables on the corporate value. 
As has been outlined above, the only reasonable theoretical basis for a model that 
includes more than one explaining variable can be found in the RIV model and the 
studies of Ohlson. There are no other plausible closed-form theories that manage 
to link a set of accounting variables to the price, respectively the value of a com-
pany. However, there are some theoretical ideas that might add to improve the 
valuation accuracy of such a model under certain circumstances. One of them is 
the cognition that book value is assumed to be the more value relevant the lower 
the profitability of the company is. Another one is that, contemporaneously, earn-
ings’ value relevance is expected to decrease as profitability declines. 

Based on these perceptions, the derivation of the two-factor model proceeds in 
two steps: First, independent of the operating strength of the target company, a 
simple CCV model in the sense of Ohlson is developed that explains the corporate 
value as a function of book value and earnings. Second, this basic model is ex-
panded by considering the relative change in value relevance of earnings and book 
value in the case of a company’s profitability shift. This is done by incorporating 
management’s possibility to abandon and sell firm assets (see Berger et al., 1996) 
or to adapt firm assets to a different use (see Burgstahler and Dichev, 1997) if the 
company has operating problems. 

With the development of this two-factor model two goals are achieved. (1) The 
use of this model should explicitly allow for the determination of the value of 
stocks. Thus, the model should principally be applicable in practice. (2) Based on 
the model it should be demonstrated how best to combine earnings multiples and 
book value multiples. Of course, in valuation practice appraisers perform CCV on 
the basis of both kinds of ratios – those with book value and those with earnings as 
a basis of reference. The weightings they assign to the results, however, are not 
necessarily consistent with economic reality. Thus, the development of the two-
factor CCV model should also help to reasonably assign weights to the corporate 
values determined on the basis of the PE ratio and the PB ratio.  

4.3.2.1 Recursion Value 

The recursion value of a company is defined as the corporate value that should be 
expected under the assumption that the company continues to apply its current 
business technology to its resources (strict going concern assumption) (see 
Burgstahler and Dichev, 1997: 188). The recursion value model is built on the 
                                                           
155  The following outlines are mainly based on Meitner (2003a) and Meitner (2004). 
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concepts provided by the RIV model and the Ohlson model. However, the model 
should be adapted to real capital market settings and therefore some of the limiting 
assumptions of the Ohlson model have to be rearranged. A methodological advan-
tage of the recursion model – as compared to the Ohlson model – is that fewer 
theoretical requirements are needed because persistence parameters and discount 
factors can be drawn directly and in an aggregated form from the comparable 
companies’ and capital market’s data.156 Additionally, the framework provided by 
Ohlson is extended in allowing for transient or even lasting growth of earnings. 

Of course, some of the existing empirical and theoretical work has already 
taken into consideration the idea of the joint value relevance of book value and 
earnings in CCV. However, the proceeding applied here widely differs from the 
approaches used in these studies. In contrast to the Cheng and McNamara multi-
model approach (see Cheng and McNamara, 2000: 360-362) it is not assumed that 
PE and PB ratios are equally weighted. Moreover, it is not assumed that compa-
nies which earn their cost of capital necessarily have a market value equal to book 
value (as similarly assumed in an approach provided by Merrill Lynch [see 
Kames, 2000: 106-108]). Assuming the identity of market value and book value in 
such a situation would not be appropriate because most accounting systems rather 
tend towards a conservative accounting. Therefore, for the recursion value model 
it is assumed that the market value is a function of regression-weighted book val-
ues and earnings.157 

The model develops as follows: Starting from Equation 3.9, the “information 
not yet captured by the accounting system” is neglected. This step seems to be 
reasonable because this information can be completely incorporated into the 
weights of book value and earnings if it is assumed that the comparable companies 
are subject to the same kind of information (see Penman, 1997: 9-12). However, to 
account for the possibility that some firm-specific short-term information exists 
which is incorporated in near-term future earnings, expected next period earnings 
are used rather than trailing earnings. Consequently, the term ( )k NI DIVt t⋅ π ⋅ −  

is substituted with 1E NItβ ⋅ +⎡ ⎤⎣ ⎦ and, thus, it is further assumed that future divi-

dends do not affect the market value of equity because of the clean surplus rela-
tion.158 In doing this substitution the risk of suppressing any information, released 

                                                           
156  In empirical tests of the Ohlson model, persistence parameters are not drawn from 

comparable companies but from historical data of the target company. Ohlson himself 
assumes the persistence parameter to be constant over time; see Ohlson (1995): 686, 
Ohlson (2001: 110). However, from an appraiser’s point of view this approach seems 
to be highly debateable, because of quick changing market conditions and industry 
characteristics. 

157  The concept of the model applied here is comparable with the concept of one of the 
models in Beatty et al. (1999); a similar model has been presented by Ramakrishnan 
and Thomas (1992: 442-447). 

158  It can be shown that future dividends are irrelevant even if the accounting is not per-
fectly clean surplus and even if the “value – reference variable“ association is non-
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after the disclosure of current earnings, can be avoided. This is especially impor-
tant because the date of valuation rarely equals the date of financial statement dis-
closure. 

In contrast to the Ohlson model the weightings correspond to earnings but not 
to discounted earnings. As a consequence, the earnings’ weighting factor β does 
not necessarily need to be in the range between 0 and 1. As mentioned already, the 
book value’s weighting factor may also differ from values between 0 and 1 be-
cause of conservative accounting and the possibility of short-term earnings growth 
attributed to the size of the firm’s assets. Consequently, the weights of book value 
and earnings are not constrained to sum up to 1.  

It should be noticed that from an economic point of view even negative weights 
for the book value of equity might be reasonable. In this case, certain underper-
forming companies have a negative recursion value even if they have positive ex-
pected earnings; ceteris paribus their absolute recursion value is indirectly related 
to book value. This phenomenon can occur e.g. in an industry that tends to a natu-
ral monopoly and where earnings can be viewed as a proxy for market share. In 
contrast, negative weights for expected earnings do not make any economic sense. 
Instead, this would be a sign for bad comparable company selection. 

One of the advantages of the regression-weighted approach is that it allows for 
a better description of the influence the two reference variables book value and 
earnings have on the equity value. However, there is also a methodological advan-
tage when using the regression-weighted approach: The recursion value model can 
easily be attuned to the option to liquidate or to adapt by changing the strategy in 
the case of bad current expectations of business activities discussed below.159  

In the final recursion value model the market value of equity of the company at 
time t, assuming that it continues its current business activities (Vrec,t) can be ex-
pressed as follows: 

1V EQUT E NIrec,t t t= α ⋅ + β ⋅ +⎡ ⎤⎣ ⎦  (4.5) 

where α, β are the respective regression weights for the current book value and the 
expected earnings. 

Since the term ( )NI DIVt tπ ⋅ −  from Equation 3.9 approximately equals 

[ ]1
1e tk E NI−

+⋅  in the settings of the recursion value Equation 4.5 presented 
above160, the following statements can be made regarding the development of fu-

                                                                                                                                     
linear due to the existence of abandonment options, see Yee (2005). This finding is of 
paramount importance for the following sections. 

159  See next section. 
160  While the Ohlson model assumes risk neutrality of all investors, see Ohlson (1995: 

665-666), this model also works in the more realistic settings of investors’ risk aver-
sion. Strictly speaking, a model extension that incorporates risk into the discount rates 
“lacks theoretical appeal”, Ohlson (1995: 680), but this is of minor importance here 
because the weightings are empirically determined and not theoretically derived. 
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ture earnings: If 1keβ ⋅ >� , then future earnings are expected to grow perpetually. 

If 1keβ ⋅ =� , then earnings remain constant over time; if 1keβ ⋅ <� , then future 
earnings approach a certain target-return on equity (ROE) over time. This ROE 
asymptotically equals ( )k ke eβ ⋅ + α ⋅   

since ( )1V EQUT kerec,t t E ROE ket⎡ ⎤
⎣ ⎦

−⋅ = β ⋅ + α
=

.  

In this context it should be noticed that the term ( ) tk EQUTeβ ⋅ + α ⋅  does not 
necessarily equal shareholder funds because sometimes earnings approach a cer-
tain ROE > ke in the long-run, depending on the degree of competition in the re-
spective industry. In such industries (e.g. price searcher markets with high entry 
barriers such as the Life Science industry or the Machinery industry) companies 
can infinitely earn abnormal profits (see Gwartney and Stroup, 1997: 554-561). 

Some academic research shows that market value is not a linear function of 
book value and earnings (see e.g. Penman, 1996; Penman, 1997). However, it is 
assumed in the first step that recursion value is indeed a linear function of these 
two variables. This assumption seems reasonable as long as peer group companies 
are affected in the same way by the same drivers of the “earnings/book value” 
relevance cube161, independently of their actual ROE. This seems to be a reason-
able assumption for companies that are characterised by the same industry classi-
fication and similar financial leverage but, in fact, it still remains to be shown 
whether this model allows comparable companies to be selected based on these 
two criteria. However, even if these two criteria suffice in peer group selection, 
one should consider that well performing companies probably have more power 
within the industry than poor performing companies. Regarding the earnings–book 
value relevance cube, this could lead to a higher value relevance of earnings along 
with a lower value relevance of book value for these companies as compared to 
low-ROE companies. 

It is also important to note that – since the model sometimes assigns positive 
recursion values to companies with current negative earnings – the linear relation-
ship only holds if the market discounts negative earnings with the same rate as it 
discounts positive earnings. This use of a unique discount rate has sometimes been 
challenged (see Berry and Dyson, 1980; Booth, 1982) but more recently also sup-
ported in theoretical studies (see Ariel, 1998). Nonetheless, as will be shown be-
low, the problem of potentially differing discount rates is of minor importance for 
the final CCV two-factor model because the recursion value will be modified to 
account for the option to reorganise the company. 

                                                           
161  See section 3.2.1.3. 
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4.3.2.2 Option to Reorganise the Company 

As has been outlined in section 3.2.1.3, the amount of assets available does not 
only play a major role in determining future earnings assuming the company con-
tinues its current business activities but also in determining the company’s value 
in case of abandonment or change of current business activities. It is important to 
note that for the present analysis abandonment can be understood as total aban-
donment of the whole firm but also as a partial asset sell-off, like spin-offs or eq-
uity carve outs. Likewise, adaptation does not necessary mean full and immediate 
change of current activities. It can also mean to change the current form of busi-
ness activities bit-by-bit or even to change only a part of current activities.162 

For the very most part of companies, a potential liquidation or adaptation takes 
place at a future point in time. As a matter of consequence, the exit values for 
these scenarios are generally unobservable at the time of valuation. External ap-
praisers, on the whole, have no direct access to data with which they can deter-
mine the real values. Instead, they must rely on publicly available accounting fig-
ures that are close to these values. Even if neither liquidation value nor the value 
of firm resources adapted to some superior use necessarily conforms to book value 
(see Sieben and Maltry, 2005: 399; Richter, 2002: 307-311), the differences 
should be assumed to be typically small. This is obvious for the liquidation value 
because both values imply that the company is not viable as a going concern (see 
Berger et al., 1996; Barth et al., 1998). However, it also holds approximately for 
the adaptation value: Adaptation value is an unknown figure not only for external 
appraisers but also for company insiders because though management knows that 
it has to adapt firm resources there is some initial uncertainty concerning the spe-
cific use these assets should be adapted to. Balancing the benefits of a possible su-
perior use of assets with the cost of adaptation, book value should be a prudent 
first estimate of adaptation value. 

It should be noticed that even if it seems reasonable to proxy, in the first step, 
the amount of assets available to sell or to adapt by book value, this might be in-
appropriate dependent on the level of information: If in a specific valuation setting 
the appraiser knows the real reorganisation value – which by definition includes 
both factual adaptation and sale of assets – or a better proxy, this new value should 
be substituted for book value. However, for reasons of simplicity and to keep the 
model as general as possible, book value serves as a proxy for both exit values. 

To develop the reorganisation value function, book value of equity (and not 
book value of total assets) is used because it is the accounting figure relevant for 
shareholders. This is consistent with the proceedings of the empirical study by 
Barth et al. (1998) and allows better accounting for the senior position of debt in 

                                                           
162  A well-known example for this is the metamorphosis of the German Mannesmann 

AG in the late 1990s (before the merger with Vodafone). The company changed its 
business focus from pipe producing to coal, iron and steel manufacturing to finally 
become a pure play telecommunication company. Another example for gradual adap-
tation is the conversion of the German industry group Preussag AG into the tourist 
company TUI. 



130      4  Processing Comparable Company Valuation 

case of bankruptcy. To make this reorganisation value comparable to the recursion 
value, expected next period book value (assuming the company pays no divi-
dends) is used. Thus, the reorganisation value of the company at time t ( reo ,tV ) can 
be expressed as follows: 

1V EQUT E NIreo,t t t= + +⎡ ⎤⎣ ⎦  (4.6) 

The assumption that reorganisation value depends on the next period’s ex-
pected earnings is not only important to reach consistency with recursion value, it 
is also economicly plausible since the process of adaptation does not start immedi-
ately but (if at all) at any time in the future. Even if the process starts soon after 
the date of valuation, it will usually last several months, so that next period’s earn-
ings affect stockholders equity and therefore directly change the amount of avail-
able resources. 

This function of reorganisation value has a null value for 

1E NI EQUTtt = −+⎡ ⎤⎣ ⎦ , indicating that the company has no assets left when it 

loses all its equity through next year’s negative earnings. 
The relevance of the reorganisation value in business valuation is especially 

high if the company is very likely to adapt firm resources. The probability of ad-
aptation, in turn, is dependent on the current operating performance and efficiency 
of the company: If a company’s business is flourishing and current earnings are 
high relative to book value, it is very unlikely that the management will give up its 
current operations. In this case reorganisation value is obviously of little signifi-
cance compared to recursion value. Contrary, if a company’s current activities are 
not satisfyingly successful the probability of abandonment or strategy change is 
higher. In the latter case the reorganisation value plays a major role in determining 
the company’s market value. 

The threshold of change to adaptation is reached when a company can get more 
out of an asset or a certain group of assets by selling it or adapting it than by con-
tinuously applying it to its current use, i.e. when NPVs in the case of adaptation 
exceeds NPVs in case of continued use. In the present case of multi-factor CCV 
management reorganises firm resources if Vreo>Vrec. 

However, since valuation circumstances are typically characterised by uncer-
tainty and information asymmetry and, thus, (especially) the reorganisation value 
cannot be exactly determined, the real position of the threshold of reorganisation 
is ex ante indeterminable. Whether firm assets will be liquidated in the future de-
pends on the probability of default (externally induced liquidation) or on man-
agement’s discretion (internally induced liquidation). Similar uncertainties hold 
for adaptation: Whether firm assets are adapted to a different use depends on man-
agement discretion based on management’s estimates about the future of current 
business activities and about the success of adaptation. 

In fact, there is always a certain probability of business reorganisation – this 
probability is high if current earnings are low and it is low if current earnings are 
high. Thus, the fair value of a company is a function of both recursion value and 
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reorganisation value because management has an ongoing option to either con-
tinue its present operating activities or to adapt its resources to different uses.163 
Consequently, not only recursion value but also the value of the option to reorgan-
ise current business activities (in this case the option is an American style long 
put) should be reflected in the market value of the company. If this option is not 
accounted for, it would mostly understate the value of companies with very low or 
negative earnings. 

4.3.2.3 Valuation Model 

To derive a model for the target company’s market value of equity – with regard 
to the existence of recursion value as well as the option to switch to reorganisation 
value – Equations 4.5 and 4.6 first have to be restated: 

1V EQUT E NIrec,t t t= α ⋅ + β ⋅ +⎡ ⎤⎣ ⎦  

1
1V EQUT ROErec,t t t

−⋅ = α + β⋅ +  (4.7) 

and 

1V EQUT E NIreo,t t t= + +⎡ ⎤⎣ ⎦   

1 1 1V EQUT R OEreo,t t t
−⋅ = + + ε+  (4.8) 

where ROEt+1 is short for 1E NI EQUTtt+⎡ ⎤⎣ ⎦ , denoting the expected return on 

equity of period 1, and ε is the normally distributed additive error with expectation 
value E[ε]=0 and standard deviation σ[ε]=σreo; i.e. N(0, )reoε σ∼ . The error 
term is necessary since the real reorganisation value is unknown.164 

The restatement of both equations facilitates a graphical visualisation of the re-
lationship between earnings, book value and market value in a two-dimensional 

space. See Figure 29 where 1V EQUTt
−⋅ (i.e. the PB ratio) is plotted on the ordi-

nate and ROEt+1 on the abscissa. 
To determine the recursion value weights α and β of Equation 4.5, the PB ratio 

is regressed linearly on ROE. This proceeding allows for the illustration of the 
relative value relevance of the two accounting attributes (book value and earnings) 

                                                           
163  As regards the option-style character of equity especially for distressed companies, 

see Damodaran (2002: 817-830). As regards the optimal date of reorganisation under 
uncertainty, see Richter (2002: 300-306). 

164  There is no error term in the recursion value formula because it is assumed that earn-
ings and book value are satisfyingly value relevant if applied jointly. 
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and, implicitly, the expected earnings future development and persistence for an 
average peer group company. 

Unfortunately, the regression based aggregation method suffers from a major 
problem: In general, stock prices are influenced by interdependencies between re-
cursion and (potential) reorganisation. Thus, to identify pure recursion value, a set 
of companies is needed whose stock prices are largely unaffected by the aban-
donment or adaptation option. Consequently, for the regression only data of com-
panies with an expected ROE exceeding the cost of equity or at least close to its 
cost of equity are used.165 That implies that the earnings/stock price relationship is 
expected to be linear only if a company earns at least a certain return on equity. Of 
course, a sufficiently large set of profitable companies is needed to run this regres-
sion accurately. 

A steep slope of the regression line indicates a high persistence and value rele-
vance of current earnings. In this case, the regression line resembles the PE ratio 
line. If, in contrast, the regression line is very flat and its course is almost parallel 
to the ROE axis, then current abnormal earnings are a bad indicator of future cash 
flows because future earnings are expected to converge to the industry-wide ROE. 
In this case, current book value of equity significantly influences the market value 
of equity. As a consequence, the regression line resembles the PB ratio-line. 

Figure 29 exemplifies the recursion value and the reorganisation value for an 
average company in the German telecommunication industry (date: 14-11-2003). 
Expected ROEs are calculated with I/B/E/S earnings forecasts 2003 drawn from 
Bloomberg. Therefore only companies with an I/B/E/S forecast available are in-
cluded. Each data point in the figure represents a peer group company. The dia-
monds (♦) denote companies with an expected ROE less than 9 % and the stars 
(*) stand for companies with an expected ROE greater than 9 %.166 The dashed re-
cursion value line is the result of a regression run with the star-shaped data points 
while the thin continuous line represents reorganisation value.  

To finally establish the functional relationship between the PB ratio and the fu-
ture ROE, the expected maximum of the reorganisation value and the recursion 
value is computed.167 In doing so, recursion is considered and also the ongoing op-
tion to switch from recursion to reorganisation can be incorporated into the model: 

( )maxPB E V ,Vreo rec= ⎡ ⎤⎣ ⎦  (4.9) 

 

                                                           
165  The respective threshold effectively depends upon the slope of the recursion value 

line, the moments of ε, and the point of intersection between E[Vreo] and Vrec. That is 
why in certain “low reorganisation value” industries even for firms with negative 
earnings the abandonment option is sometimes irrelevant. This was the case e.g. in 
the IT-sector in the late 1990s. 

166  As we will see later – for the selected σreo – all companies with a ROE bigger than 9 
% are nearly unaffected by the reorganisation option. 

167  This proceeding is based on the idea of Trigeorgis (1996: 12), and Burgstahler and 
Dichev (1997). 
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Fig. 29. Recursion value and reorganisation value 

Telecommunication industry Germany 2003
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�{ }max 1PB ROE , ROE f ( )d+∞= + + ε α + β ⋅ ε ε∫−∞ ε
�  (4.10) 

where f ( )εε  denotes the probability density function of the normally distributed 

additive error ε. Considering that Vreo  is high relative to Vrec  for low-
profitability firms yields: 

�( ) ( ) ( ) ( )1 1 1PB ROE ROE f ( )d,d d ,⎡ ⎤ ⎡ ⎤
⎣ ⎦ ⎣ ⎦

∞= α + β ⋅ ⋅ ε + + + ε ⋅ ε ⋅ ε ε∫−∞ ε−∞ +∞
⎡ ⎤
⎢ ⎥⎣ ⎦

�  (4.11) 

 where  ( ) [ ]
[ ]

1 if
1

0 if
,  a , b

:a ,b ,  a , b⎡ ⎤
⎢ ⎥⎣ ⎦

ε ∈
ε =

ε ∉

⎧⎪⎪⎨⎪⎪⎩
 

and the parameter d is defined as the realisation of ε which leads to investors‘ in-
difference between recursion value and reorganisation value. It is obtained by set-
ting Vreo equal to Vrec and solving for ε which yields: 

[ ] � ( )1 1 1d V E V ROErec reo t≡ − = α − + β − ⋅ +
� . 
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Rearranging the main equation leads to: 

( ) � ( )( ) ( ) ( )1 1 1 dPB ROE ROE f d f dd
+∞= + + α − + β − ⋅ ε ε + ε ⋅ ε ε∫ ∫−∞ ε ε

�  (4.12) 

Since ( )d

x
df x dx

−∞

⎛ ⎞= Φ ⎜ ⎟σ⎝ ⎠∫  and ( )
d

df d
+∞

ε
⎛ ⎞ε ⋅ ε ε = σ⋅ϕ⎜ ⎟σ⎝ ⎠∫  with ( )xΦ  

denoting the cumulative standard normal distribution of x, and ( )xϕ  denoting the 
standard normal distribution of x, the final function is: 

[ ]reo reo
reo reo

d dPB E V d
⎛ ⎞ ⎛ ⎞

= + ⋅Φ + σ ⋅ϕ⎜ ⎟ ⎜ ⎟σ σ⎝ ⎠ ⎝ ⎠
 (4.13) 

with  [ ] 1 1E V ROEreo t= + +  

The resulting model is practically applicable, i.e. all the necessary parameters 
can be drawn from previous calculations or directly from the capital market.168 

In this model high importance should be attached to the standard deviation of 
the reorganisation value error term σreo. Since it is ex ante not clear to what spe-
cific use the firm assets should be adapted, it seems to be reasonable to proxy this 
standard deviation by the volatility of a broad market index (e.g. the German 
DAX). To determine the period up to expiry of the reorganisation option is obvi-
ously more difficult. Management certainly always has the possibility to reorgan-
ise, but it is not economicly sound to use an infinite time horizon for valuation due 
to the timely limited forecast periods of market participants. More so, the author 
may think that an appropriate assumption would be that the market prices this op-
tion with a time to expiration equal to the period for which appraisers usually per-
form detailed future cash flow forecasts in common DCF valuation models; i.e. up 
to 5 years (see e.g. Copeland et al., 2000: 234; IDW, 2002: 61). However – just as 
in the case of the determination of the reorganisation value – if appraisers can pre-
dict the parameters of this option better they might use a deviant time to expiration 
here, too. 

Figure 30 illustrates the two-factor CCV model. The thick curve represents the 
target company’s PB ratio dependent on expected next year ROE. The parameters 
α (1.0895) and β (16.359) equal the weights of the regressional determination of 
the recursion value, σreo denotes the (unannualized) historical 5 year volatility of 
the DAX.169 It can be seen that the data points of underperforming companies like 
the Deutsche Telekom AG (DTE), the Mobilcom AG (MOB) and the LS Telcom 

                                                           
168  A detailed calculation of this two-factor model can be found in Appendix 7.1. 
169  The historical volatility of the DAX was calculated based on daily prices for the last 5 

years. 



4.3  Multi-Factor Comparable Company Valuation      135 

AG (LSX) are not far away from the thick curve. However, the results might lead 
to the supposition that the reorganisation value of the LS Telcom AG is overstated 
in our model, i.e. that it is smaller than book value in reality. Even worse, the 
model obviously fails to accurately value the QSC AG (QSC). Nevertheless, the 
problems associated with these inaccuracies can most likely be mitigated by a 
more detailed analysis of the respective companies (i.e. more thorough determina-
tion of the reorganisation value of LS Telcom and clear identification of the rea-
sons for the relatively high PB ratio of QSC). 

Fig. 30. The two-factor comparable company valuation model 
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4.3.2.4 Selection of Comparable Companies 

Finally, this sub-section deals with the question as to whether the selection of 
comparable companies based on industry selection – as it has been done in the 
previous section – is really appropriate. This issue will be addressed below, con-
sidering the fact that the two-factor model only requires selecting comparable 
companies for the determination of the recursion value.  

First, it is necessary to equate the recursion value function (Equation 4.5) to the 
Ohlson model (Equation 3.8) assuming that recursion value and price are identi-
cal. The left hand side of the resulting equation denotes the empirically deter-
mined value while the right hand side is the theoretical valuation model: 

( ) ( )11EQUT E NI k EQUT k NI DIVt t t tt tα ⋅ + β ⋅ = − ⋅ + ⋅ π ⋅ − + λ ⋅ ν+⎡ ⎤⎣ ⎦  (4.14) 

In the next step, the right hand side of the equation has to be adjusted in three 
respects. Consistent with the proceeding in section 4.3.2.1, one adjustment is the 
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neglection of the “information not yet captured by the accounting system” ν, and 
the second adjustment is the substitution of current earnings and dividends by ex-
pected future earnings. Additionally, since accounting book value is only a noisy 
estimate of economic book value because of accounting restrictions (see 
Kuhlmann, 2005: 101), a correction factor w is included. This correction factor is 
a measure of deviation between both kinds of book value and strongly depends on 
the accounting system used. All of these adjustments change the former equation 
to: 

( )11 1EQUT E NI k w EQUT k E NIt tt tα ⋅ + β ⋅ = − ⋅ ⋅ + ⋅ η ⋅+ +⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦  (4.15) 

In this equation, k is similar to the parameter k in Equation 3.8 and denotes a 
measure of persistence of earnings. The variable η is a discount factor that is simi-
lar – but not identical – to the variable π  in Equation 3.8. The difference between 
the two variables is that η is not based on risk free discount rates but rather repre-
sents a factor that accounts for the operating and financial riskiness of companies’ 
cost of capital. It is assumed that companies with identical cost of capital should 
also exhibit similarity in the variable η.  

The main conclusion to be drawn from Equation 4.15 is that companies are ex-
pected to have the same (empirically determined) α and β if they are identical in 
the three parameters k, w and η. The variable w is identical for all companies that 
use identical accounting procedures – which could be largely assumed for compa-
nies that apply the same accounting standards – and η is at least similar for com-
panies in the same industry with the same capital structure since these companies 
usually have a similar cost of capital170. Additionally, following the design of the 
Ohlson model, the variable k is identical for all companies that exhibit the same 
persistence parameter with regard to abnormal earnings. The persistence parame-
ter, in turn, is a function of whether abnormal earnings will revert to the normal 
level over time and – if they do – of the speed of this reversion. As has been ex-
tensively discussed in section 3.2.1.3, the persistence of abnormal earnings is cru-
cially determined by the industry to which the company belongs. Consequently, 
the level of persistence can be assumed to be largely the same for all companies in 
one industry. 

Putting all this together emphasizes that the selection of comparable companies 
can be based on the two criteria “same industry classification” and “similar capital 
structure”. The major perception here is that growth perspectives are not explicitly 
a criterion of peer group selection (as opposed to single-factor models). Obvi-
ously, the joint inclusion of earnings and book value (and therefore the implicit in-

                                                           
170  The uniformity of the cost of equity within one industry has been highlighted by the 

Deutsche Boerse AG (German Stock Exchange) until 2003 by publishing industry be-
tas together with the CDAX industry sub-indexes on its homepage. This service has 
been discontinued in the course of the new-segmentation of the equity market and the 
associated disappearance of these sub-indexes. However, other providers still calcu-
late and publish industry betas, e.g. DIT (2004: 6-7). A critical assessment of this beta 
uniformity within industries can be found in Timmreck (2004: 65). 
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clusion of ROE in the valuation model) reduces the similarity requirements from 
growth down to persistence. This is not astonishing, given that ROE (i.e. profit-
ability) is one of the main drivers of the financial benefits’ growth rate.171 While at 
first glance this is only a minor change in the selection criteria, the consequences 
are dramatic: Valuation theory now allows to principally put together a bigger set 
of comparable companies (the selection is only restricted by “same industry classi-
fication” and “similar capital structure”) as compared to classical single-factor 
models (where – at least – initial ROE is an additional similarity requirement).  

4.3.2.5 Conclusions Regarding the Two-Factor Model 

From a theoretical point of view the derived two-factor model especially provides 
four improvements as compared to common single-factor models, in particular: 
• The two-factor model allows for the depiction of expected future earnings de-

velopment more economicly sound than single-factor models do. This is the ca-
se because it must be assumed that book value and earnings have higher value 
relevance than each of these reference variables alone. To put it more precisely, 
in most cases the two-factor model explains more of the corporate value than a 
single-factor model does. Therefore, from a theoretical point of view the valua-
tion accuracy of the two-factor model should be generally higher. 

• By including the option to reorganise the company, the two-factor model can 
conclusively assign positive stock prices to currently negatively performing 
companies. 

• Following valuation theory, the two-factor model allows for a principally high 
number of comparable companies. This is of major concern when valuing com-
panies in low populated industries. It is, however, also important in high popu-
lated industries since the factual degree of market efficiency and minor devia-
tions in the similarity of the operating business of companies requires the 
number of reasonable comparable companies to be as big as possible in order to 
even out these differences. 

• For appraisers that follow the practice-oriented approach to select comparable 
companies (this approach centres around the “industry classification” as the 
main comparability criterion and enjoys widespread popularity in valuation 
practice), the two-factor model provides more ex ante valuation accuracy than 
the single-factor models. This is the case because the practical approach is ra-
ther consistent with the theoretical selection requirements of the two-factor 
model than with those of classical single-factor models. 
However, what appears to be a major problem in practical applications of the 

derived two-factor model is the determination of the time to expiration of the op-
tion to reorganise the company (which is set at 5 years for the example above). 
Additionally, to proxy the reorganisation value by book value of equity might be a 
rather conservative move in many cases. This all suggests that there is still room 
for improvement of this model. However, it remains to be tested empirically172 
                                                           
171  See section 4.2.2.5. 
172  See section 5.3. 
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whether the derived two-factor model can compete with or even outperform other 
CCV models. 

 



 

5 Empirical Study 

The empirical examination is split into two parts. The first one is about value rele-
vance. Value relevance is a measure of how certain reference variables can ex-
plain stock prices. It is important to note that value relevance only focuses on the 
relationship between the target company’s accounting variables and its stock 
price. Therefore, value relevance studies ignore that CCV requires a set of compa-
rable companies to project a stock price onto the target company. To put it more 
precisely, a study about value relevance will shed light on how best to perform 
CCV in situations where there is no lack of comparable companies. As has been 
outlined already, the selection of comparable companies is an important but diffi-
cult and time consuming task in valuation practice. However, in a broad empirical 
study – such as the study at hand – it is not possible to accurately and individually 
select comparable companies for each valuation case. The value relevance study 
accounts for that and allows drawing important conclusions about CCV without an 
in-depth analysis about every potential comparable company. Thus, this approach 
is very important because it may help appraisers to focus on economic influences 
when choosing the valuation model and renders advices on how to behave in real 
valuation settings.  

The second part of the empirical study is an examination of the pricing accu-
racy of different models assuming that appraisers apply the practice-oriented ap-
proach to collecting the set of comparable companies, i.e. assuming that appraisers 
strongly focus on industry classification. This analysis is performed because the 
practice-oriented approach to selecting comparable companies still enjoys wide-
spread popularity amongst investment professionals. Additionally, many empirical 
studies about CCV have applied this approach in the past. This study about pricing 
accuracy aims at particularly showing how the two-factor model that was derived 
in section 4.3.2 has performed in the past.  

5.1 Data 

5.1.1 Sample Selection 

The empirical analysis is based on a panel of stock exchange listed German com-
panies, covering the years 1998-2003. The sample only contains German compa-
nies because foreign companies are exposed to a differing regulatory and tax envi-
ronment and, thus, cannot be regarded as comparable. The basis for the sample 



140      5  Empirical Study 

selection is the stock index CDAX. This index encompasses all German compa-
nies from the Deutsche Börse AG market segments Prime Standard and General 
Standard. The index represents the entire range of the German equity market. Only 
companies that were continuously listed over the sample period (resp. listed from 
IPO until the end of the sample period) were included in the analysis. 

Table 2. Sample composition 

Firm year observations 1998-2003 
(i.e. German companies listed in the CDAX)a 

about 
2,970  

 

–  banks and insurance companies 
    

–  observations of companies that disclose consolidated 
financial statements according to German GAAP (and 
with no reconciliation to IAS/IFRS or US-GAAP avail-
able) 

  

–  companies with a balance sheet date other than De-
cember 31 

  

–  observations of companies that filed for insolvency   

–  observations of companies for which data were not 
readily available 

  

–  observations of companies with stock price >100          
(=7.8%) 

  

=   Basic sample 928  

Basic sample if information about industry structure is required 810  

Basic sample if information about creditworthiness is required 675  

a Source: Deutsche Börse Factbooks 1998-2003; no exact number of listed German compa-
nies was available for the year 1999. 

Consistent with prior research, banks and insurance companies were excluded 
from the sample. To ensure comparability of data, observations of companies that 
do not prepare consolidated financial statements according to IAS/IFRS or US-
GAAP are eliminated as well as observations of companies that have a balance 
sheet date other than December 31. Observations of companies which filed for in-
solvency, but which were not delisted at the balance sheet date, were also ex-
cluded because of the risk of irrational pricing. Additionally, several observations 
had to be deleted because stock price and/or financial data were not readily avail-
able for them. Finally, to ensure that estimation results are not sensitive to extreme 
values, observations with stock prices above 100 Euro were removed from the 
sample. 
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After all these exclusions, a basic sample of 928 observations remained for the 
analyses. However, this basic sample could not be applied in all examinations. For 
some tests, further information was necessary which again reduced the number of 
observations. For example, analyses that are based on information about industry 
structures could only be performed with 810 observations; if data about creditwor-
thiness were required, only 675 observations were available. Table 2 summarises 
the sample selection process. 

5.1.2 Variables 

Most input variables stem from financial statement data sources and stock price 
databases. Additionally, information about industry structures and creditworthi-
ness of companies as well as macroeconomic information was required for this 
empirical analysis. 

The source of stock price data is the Karlsruhe capital market database 
(Karlsruher Kapitalmarktdatenbank, KKMDB), which is a part of the German Fi-
nance Database (Deutsche Finanzdatenbank). The KKMDB contains stock price 
information on all stocks traded on the Frankfurt Stock Exchange since 1960, and 
of several stocks traded on other German stock exchanges as well. The KKMDB 
also calculates and publishes a reference index, which is called the German Stock 
Price Research Index (Deutscher Aktien-Forschungsindex, DAFOX). For this ex-
amination, data from 1997-2004 were used. Stock prices and index prices are ob-
served once a day. All these data are corrected for dividend payments, equity is-
sues, stock splits and other factors that cause stock price changes due to technical 
reasons. 

The primary source of financial statement data is Hoppenstedt’s Balance Sheet 
Database. This database contains complete information about balance sheets, in-
come statements and cash flow statements from many large and medium-sized 
German corporations that do not operate primarily in the financial services indus-
try. Hence, banks and insurance companies are not included. An additional source 
of financial statement data are the annual reports of companies. For the present 
examination, only information relating to consolidated balance sheet, income 
statement, and cash flow statement during the financial years 1998-2003 were 
used. 

The analysis of creditworthiness of companies is based on credit ratings pro-
vided by Creditreform, the leading rating agency in Germany. The Creditreform 
database contains information about creditworthiness and solvency of many West-
ern German firms from all business sectors. 

For the analysis of industry structure, data from a survey on the innovation be-
haviour in Germany called the Mannheim Innovation Panel (MIP) and data from 
the ZEW Start-Up Panel were used. The MIP is conducted every year by the ZEW 
on behalf of the German Ministry for Education and Research. The methodology 
and questionnaire of the survey, which is targeted at enterprises with at least five 
employees, is comparable to the Community Innovation Survey (CIS) conducted 
every four years by Eurostat. The ZEW-Start-Up panel contains firm level infor-
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mation on about 2,090,000 firms in the West and 795,000 firms in the East of 
Germany for analyzing business start-ups, growth, and insolvencies. 

Furthermore, macroeconomic input-output-tables published by DESTATIS and 
the Expert Opinion of the Monopoly Commission (Hauptgutachten der Mo-
nopolkommission) 2001 served as sources of information. Other macroeconomic 
variables are drawn from DESTATIS or provided by the ZEW. 

5.2 Value Relevance173 

5.2.1 Previous Empirical Results 

The finance literature offers a vast range of value relevance research. Many aca-
demics have devoted considerable effort on this topic since Beaver (1968) and 
Ball and Brown (1968) have set the starting point for this stream of financial re-
search. Therefore, the presentation of a complete literature survey would go by far 
beyond the scope of this work. However, a broad overview of the value relevance 
literature can be found in Holthausen and Watts (2001) and Kothari (2001). 
Möller and Hüfner (2002), in turn, provide an excellent insight into value rele-
vance issues with special regard to the German capital market. 

Below, a tabular overview of the most important results concerning research 
questions that are addressed in the present study is shown. Additionally, two re-
cently conducted studies – which set the methodological standard for the present 
examination – are discussed in more detail: the examinations of Brief and Zarowin 
(1999) and of Whelan and McNamara (2004). 

Table 3. Overview of the relevant value relevance studies 

Value relevance of earnings in general 

There is almost no doubt that financial statement variables carry information 
that is important to value stocks or companies. Especially, a strong relation has 
been found between stock returns and earnings (e.g. Collins and Kothari, 1989). 
However, the average measured earnings response coefficient – i.e. the magni-
tude of that relation – is smaller than predicted by valuation theory. This is ex-
plained by the price-lead-earnings phenomenon (Beaver et al., 1980), noise in 
earnings (Ramakrishnan and Thomas, 1998), the accounting recognition lag 
(Easton et al., 1992) and the lack of persistence in earnings (Ou and Penman, 
1989). Harris et al. (1994) showed that the value relevance of accounting figures 
is higher under US-GAAP than under German GAAP. Lev and Zarowin (1999) 
found a declining value relevance of earnings since the middle of the 1970s. 

                                                           
173  All estimations in this study about value relevance are performed using the statistical 

software STATA release 8.2. 
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Value relevance of earnings and book value of equity  

Most of these examinations are principally based on the seminal works of 
Ohlson (1995) and Feltham and Ohlson (1995). Many studies find that earnings 
and book value have complementary value relevance (Kothari and 
Zimmermann, 1995; Collins et al. 1997; Francis and Schipper, 1999). Book 
value is typically seen as relatively more relevant for distressed firms than for 
financially healthy firms (Burgstahler and Dichev, 1997; Barth et al., 1998; 
Collins et al., 1999). Whelan and McNamara (2004) show that book value is 
relatively more relevant if firms engage in earnings management than if they do 
not. Collins et al. (1997) found that the relative value relevance of earnings 
(book value) has decreased (increased) over the past 40 years. Hung and Subra-
manyam (2004) showed that book value (net income) plays a relatively lesser 
(greater) valuation role under German GAAP than under IAS/IFRS. 

Value relevance of earnings and cash flows 

Mixed results from examinations in large samples: While some studies found 
that there is virtually no difference between earnings’ and cash flows’ ability to 
explain stock returns (Wilson, 1987; Cheng et al., 1996; Cheng and Liu, 1997), 
others clearly show the superiority of earnings – i.e. of accrual based perform-
ance indicators – over cash flows (Dechov, 1994; Sloan, 1996; Charitou et al., 
2001; Bartov et al., 2001). All of these results support the theories of rationality 
and responsibility in management’s accounting behaviour and of high quality of 
earnings in general (see section 3.2.1.4). However, for certain industries (Biddle 
et al., 1995), if earnings are transitory (Charitou et al., 2000) and if a company 
is in the start-up or growth stage (Black, 1998) cash flows’ explanatory power 
may sometimes exceed that of earnings. 

Convexity in the price-earnings-book value relationship 

Burgstahler and Dichev (1997) showed that equity value is a convex function 
of both earnings and book value. Their reasoning is that book value is a proxy 
for the value of firm resources, and if a company has low relative earnings it is 
more likely to exercise the option to adapt these resources to a superior alterna-
tive use. 

Value relevance in the context of CCV 

There are only a few studies that deal with value relevance issues in the con-
text of CCV. Some of the rare examples are provided by Baker and Ruback 
(1999), Beatty et al. (1999) and Liu et al. (2002). 

 
The study of Brief and Zarowin (1999) 
In their paper “The Value Relevance of Dividends, Book Value and Earnings”, 
Brief and Zarowin compare the value relevance of book value and dividends with 
that of book value and earnings. This examination is representative for a bulk of 
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studies that measure value relevance by the coefficient of determination R2. In this 
study two variants of R2 are applied. The first one is the common R2 for the simple 
regressions. The second one is the incremental R2 as the difference between the R2 
of a multiple regression and the R2 of a regression that includes all independent 
variables other than the independent variable under examination. Thus, the incre-
mental R2 of a specific independent variable has to be understood as the contribu-
tion of the specific independent variable to the R2 of the starting multiple regres-
sion. The inclusion of the incremental R2 allows for a better assessment of the 
value relevance of accounting figures since it shows how value relevance for cer-
tain variables changes if they are applied jointly with other variables (contrary to 
the pure assessment of value relevance as a stand-alone variable). Brief and 
Zarowin do not interpret the coefficient values, since these values only have a 
meaning in the context of value relevance if they are compared over time or be-
tween two sub-samples for the same variable. 
 
The study of Whelan and McNamara (2004) 
In their paper “The Impact of Earnings Management on the Value-Relevance of 
Financial Statement Information”, Whelan and McNamara examine the relative 
value relevance of earnings and book value in the presence of different sources of 
earnings management. Contrary to the Brief and Zarowin study, the focus here is 
on how value relevance changes if certain external criteria change. Therefore, the 
measure of value relevance is no longer only R2 but also the change in the coeffi-
cients of a multiple regression with book value and earnings as independent vari-
ables. The reasoning is that if the slope coefficient of earnings increases relative to 
the slope coefficient of book value, then the value relevance of earnings has in-
creased relative to the value relevance of book value and vice versa. Whelan and 
McNamara do not run regressions for different sub-samples but rather include 
dummy variables for earnings management into the regression for the full sample. 
The dummy variables have a value of one if companies engage in earnings man-
agement and zero otherwise. The advantage of his approach is that the change in 
value relevance between the sub-samples can be directly calculated from the 
whole sample regression. 

5.2.2 Variable Definition 

The following is a list of the variables that are used in the empirical analysis: 
 
Accounting variables174 
All accounting variables are calculated on a per share basis. Some of the account-
ing variables follow slightly different calculation schemes under IAS/IFRS and 
under US-GAAP. However, the differences between the respective accounting 

                                                           
174  The financial statement data are identical to the reported data from the consolidated 

annual reports or those provided by Hoppenstedt’s Balance Sheet Database, i.e. no 
further adjustments for analysis purposes are made.  
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figures under US-GAAP and IAS/IFRS are typically very small so that it seems to 
be justifiable to describe each pair by one single variable.175 The accounting vari-
ables are as follows:  

NIit Net income of company i in year t 

EBITit Earnings before interest and taxes (operating income) of com-
pany i in year t 

EBITDAit Earnings before interest, taxes, depreciation and amortization of 
company i in year t 

SALESit Sales (revenues) of company i in year t 

EQUTit Book value of equity (shareholders’/stockholders’ equity) of 
company i in year t 

TAit Book value of total assets of company i in year t 
EQUTRAit Equity-to-assets ratio of company i in year t 
FAit Fixed assets of company i in year t 
FATOit Fixed assets turnover ratio = SALESit/FAit 
FCFEit Free cash flow to equity of company i in year t 
FCFFit Free cash flow to the firm of company i in year t 

CFOit Operating cash flow (cash flow from operating activities) of 
company i in year t 

ROEit Return on equity of company i in year t = NIit/EQUTi(t-1) 
DIVit Dividends of company i paid for the year t 

 
Stock price variables 
Note: The stock price variables are measured on the last trading day in March of 
the year following the respective financial year. This is consistent with prior re-
search. It is done to account for the typical financial statement disclosure lag of 
about three months after the balance sheet date. Thus, the aim of this proceeding is 
to measure stock price variables at about the same time at which investors receive 
the financial statement information. The stock price variables are as follows:  

PRICEit Stock price of company i on the last trading day in March of 
year t+1 

EVit Enterprise value of company i in year t; defined as: 
PRICEit+book value of debt of company i in year t 

                                                           
175  For a general overview of similarities and differences between IFRS and US-GAAP, 

see PriceWaterhouseCoopers (2004). 
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BETAit 
Historical beta-factor of company i on the last trading day in 
March of the year t+1; calculated as the slope coefficient of a 
linear regression of single stock returns on stock index re-
turns; calculations are based on daily returns for a period of 
250 trading days; the DAFOX has been used as the bench-
mark index. 

 
Dummy variables 

DY99t -
DY03t 

Yearly dummy variables for the years 1999 through 2003 

D1i Dummy variable for the competitiveness of the industry 
D1i =1 if industry is competitive, 0 otherwise 

D2it Dummy variable for the asset heaviness of companies 
D2it =1 if company is asset heavy, 0 otherwise 

D3it Dummy variable for the creditworthiness of companies 
D3it =1 if company has a high creditworthiness, 0 otherwise 

D4it Dummy variable for the earnings adjusted creditworthiness 
of companies 
D4it=1 if company has a high earnings adjusted creditworthy 
ness, 0 otherwise. 

NINEGit Dummy variable for negative NIit 
NINEGit =1 if company has negative NI, 0 otherwise 

 
Other variables 

CRWit Creditworthiness (i.e. the Creditreform Rating Index) of 
company i in year t 

ACRWit Earnings adjusted creditworthiness of company i in year t 

GDPt Real GDP, Germany, for the year t  

GDPEXPECTt GDP expectations, Germany, measured as the value of the 
“Indicator of Economic Sentiment” published by the ZEW in 
March of year t+1 

5.2.3 Hypotheses and Econometric Methodology 

5.2.3.1 Hypotheses 

To structure the empirical analysis of value relevance, a set of testable hypotheses 
is formulated building on the theoretical parts of this thesis (chapters 3 and 4). The 
first two hypotheses correspond to the role of cash flows in CCV. This has been 
discussed in section 3.2.1.4. 
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Hypothesis 1.1 Net income is more value relevant than operating cash flow 

Hypothesis 1.2 Free cash flow to equity is less value relevant than each of the 
following accounting figures: net income, book value of equity and operating cash 
flow 

The next hypothesis relates to enterprise level CCV. The focus is on the role of 
sales multiples in business valuation. The hypothesis is derived from the theoreti-
cal presentation in section 3.2.1.2. 

Hypothesis 2 Sales have lower value relevance than each of the following ac-
counting figures: EBIT, EBITDA 

A turn to section 4.3.2 (derivation of a two-factor model based on book value 
and earnings) is necessary to find the theoretical basis for the following hypothe-
sis: 

Hypothesis 3 The relationship between the PB ratio and the return on equity is 
non-linear (i.e. rather convex) 

The next group of hypotheses also focuses on the joint value relevance of earn-
ings and book value. This issue has been extensively discussed in section 3.2.1.3. 

Hypothesis 4.1 The joint value relevance of earnings and book value is higher 
than the value relevance of each of these two variables alone 

Hypothesis 4.2 The value relevance of earnings is reduced and the value rele-
vance of book value is increased for firms that operate in highly competitive in-
dustries compared to firms that do not 

Hypothesis 4.3 The value relevance of earnings is reduced and the value rele-
vance of book value is increased for firms that are asset heavy compared to firms 
that are not 

Hypothesis 4.4 The value relevance of earnings is reduced and the value rele-
vance of book value is increased for firms that have a high relative creditworthi-
ness compared to firms that have a poor relative creditworthiness 

The next two hypotheses are related to some sort of “extended” value rele-
vance. They are a logical consequence from the theoretical discussion in section 
3.2.1.3. These hypotheses aim at explaining the height of multiples under certain 
circumstances.176 

                                                           
176  Note: The relative value is the value for a given set of accounting variables; it is 

closely related to the multiples. 
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Hypothesis 5.1 A company has a lower relative value if it operates in highly 
competitive industries than if it operates in non-competitive industries – assuming 
accounting figures are the same in both cases 

Hypothesis 5.2 A company has a lower relative value if it has a low degree of 
creditworthiness than if it has a high degree of creditworthiness – assuming ac-
counting figures are the same in both cases 

While Hypothesis 5.2 is intuitively reasonable (a company with a high credit-
worthiness supposably has lower cost of capital due to the lower financial risk, 
which reduces the capitalisation rate in direct valuation approaches and finally 
leads to an increase in stock price), Hypothesis 5.1 requires two short explanatory 
notes. First, companies in very competitive industries are expected to have a rela-
tively low persistence of abnormal earnings. This forces earnings to decline over 
time and supposably results in lower stock prices. Second, underperforming com-
panies recover worse and slower in highly competitive industries. This presuma-
bly drives the future cash flow stream to generally be lower, and finally forces 
stock prices to fall short of prices of companies in non-competitive industries. 

5.2.3.2 Measurement Issues 

In order to correctly specify the dummy variables D1i, D2it, D3it and D4it, some 
rules of measurement have to be framed. In fact, it is important to establish criteria 
based on which companies can be classified into “asset heavy” or “not asset 
heavy”, and into “highly creditworthy” or “not highly creditworthy”. Additionally, 
criteria must be defined for which industries can be regarded as competitive in the 
sense of Porter. 
 
Dummy variable D1: competitiveness of industries 
Following Porter’s five forces analysis, a competitive industry is characterised by 
low entry barriers, high rivalry among existing competitors, high buyer power, 
high supplier power and a serious threat of substitute products (see Porter, 1980: 
3-29; Porter, 1998: 21-34). In order to classify industries into either competitive or 
non-competitive, a scoring model is applied.177 This model ranks each industry ac-
cording to its weakness (very weak companies are ranked first) for each of the five 
forces, and subsequently adds up these ranks to generate an overall score for each 
industry. According to that score, the top six industries (the top third of the indus-
tries under consideration) are denoted “non-competitive”, the middle six industries 
are denoted “neutral” and the lower six industries (the bottom third of the indus-
tries under consideration) are denoted “competitive”. 

                                                           
177  For the present analysis, industries are defined as groups of certain NACE classes. 

The classification is largely identical with that of Sofka and Schmidt (2004). For a 
complete list of all industries and NACE classes included, see Appendix 7.3. How-
ever, due to a lack of data, only 18 of 23 industries are analysed in the Porter five-
forces examination. 
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Barriers to entry are measured as the number of business start-ups (average 
value for the years 2002/2003) for each existing company in the industry. A low 
number indicates high barriers to entry, while a high number indicates low barriers 
to entry. The industry with the lowest number is ranked first. Data are obtained 
from the ZEW Start-Up Panel. 

Rivalry among competitors is measured by the Herfindahl index for each indus-
try. A high index indicates a low degree of rivalry, while a low index indicates a 
high degree of rivalry (see Solnik and McLeavy, 2004: 265-266). The industry 
with the highest number is ranked first. Data are obtained by the Expert Opinion 
of the Monopoly Commission (Hauptgutachten der Monopolkommission) 2001. 
Some additional calculations were necessary. Herfindahl indexes in this analysis 
are bound between 0 and 1,000. The calculation scheme is as follows: 

( )2
Herfindahl - Index 1 000

1

m
, SALES SALESfirm i industryi

= ⋅ ∑
=

 
 

with n being the number of firms in the industry under consideration. 
Buyer power is measured by the percentage of sales that is absorbed by the 

three biggest customer industries. The higher this percentage is, the more concen-
trated are the buyers and the more power lies in their hands. The industry with the 
lowest number is ranked first. Data are obtained from the input-output tables pub-
lished by DESTATIS in 1998. It is assumed that these industry level relations re-
main quite stable over time. 

Supplier power is measured by the percentage of sales that is put into the pro-
duction process by the three biggest supplier industries. The higher this percentage 
is, the more concentrated are the suppliers and the more power lies in their hands. 
As in the assessment of buyer power, the industry with the lowest number is 
ranked first. Data are obtained from the input-output tables published by 
DESTATIS in 1998. It is assumed that these industry level relations remain quite 
stable over time. 

Threat of substitutes is measured as the fraction of industry sales that is gener-
ated by product innovations (average value for the years 2002/2003). The higher 
this percentage is, the higher is the threat of substitute products. Consequently, the 
industry with the lowest number is ranked first. Data are obtained from the Mann-
heim Innovation Panel (MIP).  

Table 4 shows the values of the measures and the ranks for each force and in-
dustry.178 Additionally, the overall score, the overall rank, and the classification of 
each industry is indicated. Industry numbers correspond to the list in Appendix 
7.3. The dummy rule is: 

 D1i = 1 if an industry is competitive (i.e. industries with overall ranks 13-18) 
 D1i = 0 otherwise (i.e. industries with overall ranks 1-12) 

 

                                                           
178  See Appendix 7.4 for some descriptive statistics of the sample by industry classifica-

tion. 
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Dummy Variable D2: Asset Heaviness of Companies 
Asset heavy (capital intensive) companies are characterised by relatively high 
fixed costs and low asset turnover ratios (see White et al., 1997: 189-190). Conse-
quently, for the present analysis asset heaviness is measured by the fixed asset 
turnover ratio (FATO). This ratio is as follows: 

FATOit = SALES / FAit it  
The cut-off value for dividing into “asset heavy” and “not asset heavy” compa-

nies is set at 2.5. Using this cut-off value ensures that both resulting groups of 
companies have approximately the same size.179 Thus, the dummy rule is: 

 D2it = 1 if a company has FATOit ≤ 2.5 (i.e. the company is asset heavy) 
 D2it = 0 if a company has FATOit > 2.5 (i.e. the company is not asset heavy) 

 
Dummy Variable D3: Creditworthiness of Companies 
The construction of the creditworthiness dummy variable is based on the rating 
provided by Creditreform. Creditreform uses different information data for its rat-
ing. These are, in particular, liquidity and financial risks as well as structural risks 
like firm age, firm size and productivity, along with certain “soft factors” like 
payment history, volume of orders, firm development, management quality etc. 
On the basis of the individual facts, Creditreform determines a rating index (i.e. a 
score, denoted CRW) ranging from 100 points to the maximum of 600 points. The 
worst firms receive 600 points and the best ones have 100 points. For their cus-
tomers, the rating agency constructs a six-class rating, which is presented in Table 
5.180 

Table 5. The rating by Creditreform 

Original Rating Classes of 
Creditreform Creditworthiness Rating Index 

1 very good [100-130) 

2 good [130-200) 

3 average [200-300) 

4 weak [300-400) 

5 insufficient [400-500) 

6 turn away business connection [500-600] 

Source: Czarnitzki and Kraft; 2004: 6. 

For the present analysis, “highly creditworthy” is defined as rating class 1 (i.e. 
a rating index between 100 and 130). Thus, the dummy rule is: 
                                                           
179  See Appendix 7.4 for some descriptive statistics of the sample by asset heaviness of 

companies. 
180  See Czarnitzki and Kraft (2004). See Appendix 7.4 for some descriptive statistics of 

the sample by creditworthiness of companies. 
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 D3it = 1 if a company has CRWit <130 (i.e. high creditworthiness) 
 D3it = 0 if a company has CRWit ≥ 130 (i.e. no high creditworthiness) 
 

Dummy Variable D4: Earnings Adjusted Creditworthiness of Companies 
A major problem in the empirical analysis is that creditworthiness is supposed to 
influence earnings’ value relevance in two conflicting ways. The first one is based 
on the “financing of investments” theory. It states that companies with high cred-
itworthiness do not have debt financing problems and, thus, do not solely rely on 
plowing back earnings in order to finance future investments. This leads to the 
conjecture that high creditworthiness has a negative influence on earnings’ value 
relevance.181 However, contrary to that, a high creditworthiness is typically associ-
ated with strong balance sheets and healthy income statements. As a consequence, 
highly creditworthy companies typically have high positive earnings, and high 
positive earnings, in turn, are associated with a high relative value relevance of 
earnings (see Burgstahler and Dichev, 1997; Barth et al., 1998; Collins et al., 
1999). 

The net effect of creditworthiness has been captured by dummy variable D3. 
However, the goal is here to examine the validity of the first of the two theories 
(the “financing of investment” theory). For this analysis, some adjustments to 
creditworthiness are necessary. If the predicted influence exists, then a highly 
creditworthy company has a relatively lower value relevance of earnings than a 
company with bad access to the debt market, assuming both companies have the 
same level of earnings. To put it differently, creditworthiness has a negative effect 
on earnings value relevance after controlling for the level of earnings. To assess 
this relationship, the impact of current earnings on creditworthiness has to be fil-
tered out. The filtering technique proceeds in two steps. In the first step, credit-
worthiness is regressed on earnings scaled by price182 with the intercept sup-
pressed.183 The residuals of this regression capture that part of creditworthiness 
that is not explained by earnings. Thus, they are a measure of earnings adjusted 
creditworthiness. In the second step, the residuals are defined as a new variable.184 
This variable also has – just like the creditworthiness itself – an ordinal scale of 
measurement. 

                                                           
181  See section 3.2.1.3. 
182  The scaling is done in order to normalise earnings, and to account for the fact that 

size has no direct impact on creditworthiness. 
183  Note: Even if the depend variable has an ordinal scale of measurement, this regres-

sion technique is valid and still yields the best linear predictor as long as the depen-
dent variable is continuous. In the present case, creditworthiness can be seen as a 
quasi-continuous variable. However, in order to check for robustness, the whole earn-
ings adjustment process was repeated using a Box-Cox transformation of the variable 
CRW as dependent variable (see Appendix 7.6 for a detailed presentation of the pro-
ceeding and of the results of this transformation approach). Since the results of both 
estimations are virtually identical and the implications are qualitatively the same, it is 
concluded that the earnings adjustment technique applied here is robust. 

184  This proceeding is similar to the proceeding of Schröder (2003: 26). 
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Table 6. Extracting the impact of earnings out of creditworthiness 

Regression model 

1
NIitCRW bit itP RICEit

= ⋅ + ε
⎛ ⎞
⎜ ⎟
⎝ ⎠

 

 

Regression results 
 

Variablea Coefficient p-value Uncentred R2 

NI
P RICE

 -37.42 0.00 0.150 

Thus, earnings adjusted creditworthiness ACRW is calculated as follows: 

l 37 421
NI NIit itACRW CRW b CRW .itit it itP RICE P RICEit it

= ε = − ⋅ = + ⋅
⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

�  

a Variables are as defined in section 5.2.1. 

With that new measure of earnings adjusted creditworthiness (denoted ACRW) 
the dummy variable D4 can be specified. In order to maintain consistency with the 
dummy variable D3, the cut-off rate to divide the sample into “highly earnings ad-
justed creditworthy” and “not highly earnings adjusted creditworthy” companies is 
set such that the percentage of companies in both groups remain the same as under 
dummy D3. Consequently, the new cut-off rate is at ACRW=123. Thus, the 
dummy rule is: 

 D4it= 1 if a company has a ACRWit<123 (i.e. high earnings adjusted credit-
worthiness), 

 D4it= 0 if a company has a ACRWit≥123 (i.e. no high earnings adjusted cred-
itworthiness). 

5.2.3.3 General Research Design 

Hypotheses 1.1, 1.2 and 2 are all tested with the same set of estimation equations. 
According to other studies investigating the value relevance of single variables, 
the following model specifications are adopted: 
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0 1Y b b Xit it it= + ⋅ + ε  (5.1) 

1Y b Xit it it= ⋅ + ε  (5.2) 

0 1 1 2 2Y b b X b Xit it,it ,it= + ⋅ + ⋅ + ε  (5.3) 

where Y is a replacement character for the dependent variables PRICE or EV, and 
X is a replacement character for the independent variables NI, CFO, EQUT and 

FCFE resp. SALES, EBIT, EBITDA, TA and FCFF. The estimation equations con-
sider the different requirements of equity valuation and enterprise valuation, i.e. 
all equity figures are related to PRICE while all enterprise figures are related to 
EV. 

Equation 5.1 is estimated for two different samples: In the first step it is esti-
mated for the whole sample to examine the real value relevance of accounting 
variables. In the second step, it is estimated only for observations with positive 
Xit  in order to better assess the value relevance in the context of CCV since in 

classical single-factor models only positive reference variables are applied. Equa-
tion 5.2 is even more focused on single-factor CCV since it suppresses the inter-
cept and therefore considers that valuation multiples typically pass the origin. 
Equation 5.3 is estimated to show the value relevance of single variables if applied 
jointly with other variables in CCV. This is an important issue for appraisers who 
plan to apply multi-model approaches. 

Value relevance is measured by the common (centred) R2 in Equation 5.1 for 
both the whole sample and the only-positive sample. Since the centred R2 pro-
duces a biased assessment of the model fit if the intercept is suppressed, value 
relevance in Equation 5.2 is measured by the uncentred R2. The uncentred R2 is 
calculated for a regression with n observations as follows:  

( ) ( )2 22uncentred R
1 1

n n
Ŷ Yi ii i

= ∑ ∑
= =

 

with  îY  being the value that is predicted by the regression model. 
It is important to note that the results of the uncentred R2 are not comparable 

with the results of the centred R2. However, a comparison of uncentred R2 with 
another uncentred R2 is, of course, possible. 

Value relevance in Equation 5.3 is measured by the incremental R2. The incre-
mental R2 gauges the contribution of one variable to the R2 of the whole regres-
sion model. It is calculated for variable 1X  given the variable 2X  as follows (see 
Theil, 1971: 168-171; Ota, 2001: 9): 

2 2 2incremental R adj.R R
1 1 2 2X X ,X X= −  
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i.e. the incremental R2 for variable 1X  given 2X  is the difference between the 

adjusted R2 of the multiple regression (with 1X  and 2X as independent variables) 

and the R2 of a regression excluding 1X  from the set of independent variables.  
Tests of Hypothesis 3 are also based on the estimation Equation 5.1.185 For the 

analysis the whole sample is divided into three sub-samples according to the value 
of the independent variable, e.g. one sub-sample contains observations for highly 
negative ROE up to slightly negative ROE, another sub-sample ranges from 
slightly negative to slightly positive ROE and a third sub-sample covers all obser-
vations from slightly positive to highly positive ROE. Sub-sample sizes are chosen 
such that the number of observations is about the same in each group. In the next 
step, the slope coefficients of each piece-wise regression are compared to investi-
gate whether there are significant differences. The existence of such differences 
would be an indicator of non-linearities in the relationships.186 

Hypothesis 4.1 is tested based on Equations 5.1 and 5.3, with NI and EQUT be-
ing the variables 1X  and 2X . Value relevance is measured by adjusted R2. Hy-
potheses 4.2, 4.3 and 4.4 are tested in basically two ways: 
(1) Each of these hypotheses is tested separately. This is done with a regres-
sion based on Equation 5.3, with NI and EQUT being the variables 1X  and 2X , 
for each of the two groups (the one for which DX=0 holds and the one for which 
DX=1 holds).187 Then, the coefficients are tested for significant differences based 
on the assumption that the covariance between the same coefficients for each 
group is zero. Additionally, the incremental R2 of each variable and group is used 
as a measure of value relevance. This approach allows the two groups having dif-
ferent intercepts and different time dummies. 

Additionally, a regression is run that explicitly includes the dummy variable for 
each coefficient. In this regression, an intercept dummy is also included in order to 
assess the value relevance of a change from DX=0 to DX=1 in its own right: 

0 1 2 3

54

PRICE b b DX b EQUT b DX EQUTit it it it it
b NI b DX NIit it it it

= + ⋅ + ⋅ + ⋅ ⋅ +

+ ⋅ + ⋅ ⋅ + ε
 (5.4) 

with DX being a replacement character for the dummy variables D1, D2, D3 and 
D4.188 

In this model the slope coefficient b4 represents the value relevance of earnings 
for the set of companies for which DX=0 holds. Similarly, the slope coefficient b2 
represents the value relevance of book value for that group of companies. The 

                                                           
185  Now the dependent variable is the PB ratio and the independent variable is ROE. 
186  The proceeding is similar to the methodology in Burgstahler and Dichev (1997). 
187   Here, DX is a replacement character for the dummy variables D1, D2, D3 and D4. 
188  Note: For the variable D1 the subscript is only i, not it. Thus, D1 does not vary over 

time. 
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market’s total response to earnings for the group of companies for which DX=1 
holds is calculated by the sum of the coefficients b4 and b5 (assuming both are sig-
nificant). Likewise, adding the (significant) coefficients b2 and b3 yields the value 
relevance of book value for the (DX=1) group of companies. Thus, the coefficients 
b3 and b5 indicate how value relevance varies between the (DX=0) companies and 
the (DX=1) companies. Note that the focus here is on change in value of coeffi-
cients rather than on R2 because the aim is to determine differences in the relative 
value relevance of book value and earnings. The basic assumption of this ap-
proach is a common variance of coefficients for both groups. Thus, the constant 
term and the time dummies are estimated commonly, too. 
(2) The second way is to test all hypotheses commonly in one complete re-
gression model. This model has the following form: 

1 2 3 40 1 2 3 4

5 6
1 2 3 47 8 9 10
1 211 12
3 413 14

PRICE b b D b D b D b Dit i it it it
b EQUT b NIit it
b D NI b D NI b D NI b D NIi it it it it it it it
b D EQUT b D EQUTi it it it
b D EQUT b D EQUTit it it it it

= + ⋅ + ⋅ + ⋅ + ⋅ +

+ ⋅ + ⋅ +

+ ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ +

+ ⋅ ⋅ + ⋅ ⋅ +

+ ⋅ ⋅ + ⋅ ⋅ + ε

 (5.5) 

The interpretation of Equation 5.5 is similar to the interpretation of Equation 
5.4 with the only difference that now all dummy terms are part of one large re-
gression model. This model helps to determine whether the results from the previ-
ous estimations are robust. To further check for robustness of this large model, a 
second version of Equation 5.5 is estimated. This version differs from the first in 
that a set of control variables is also included in the estimation. 

5.2.3.4 Research Design of the Matching Estimator Approach 

The problem of a selection bias associated with Hypotheses 5.1 and 5.2 
The research questions of Hypotheses 5.1 and 5.2 are the following: (1) Does a 
company that operates in a non-competitive (or neutral) industry trade at a higher 
price than a company with the same financial figures that operates in a highly 
competitive industry? (2) Does a company that has a high degree of creditworthi-
ness trade at a higher price than a company with the same financial figures that 
has a low creditworthiness? Or differently for both: Does industry membership (or 
creditworthiness) have an impact on the height of multiples? 

Note: Since both questions are addressed by the same research approach, the in-
troduction of the terms treatment group and control group will clearly make the 
further explanations more understandable. As regards the first research question, 
the group of companies that operate in competitive industries is called the treat-
ment group (i.e. the companies are characterised by the treatment “competitive in-
dustry”) while the other companies are called the control group. Likewise, in the 
second research case the group of companies that have a high creditworthiness is 
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called the treatment group, while the remaining companies are called the control 
group. 

Of course, the two research questions of Hypotheses 5.1 and 5.2 cannot be ad-
dressed by pure observation. This is the case because companies’ industry mem-
bership is exclusive and companies either have a high creditworthiness or they do 
not. However, what is even more problematic is that a direct comparison of the 
two sub-samples189 – treatment group and control group – cannot be performed 
reasonably because there is a risk of a sample selection bias. To put it more pre-
cisely, companies that face strong industry forces must run totally different busi-
ness strategies than companies that face weak industry forces. Similarly, compa-
nies with a high degree of creditworthiness face different financial challenges than 
companies with a low degree of creditworthiness. This has an impact on the ac-
counting figures as well; i.e. two companies (one from the treatment group and 
one from the control group) that are quite identical in any qualitative criteria other 
than industry classification or creditworthiness might still have totally different 
accounting figures. This finally implicates that on average the two groups do by 
no means have the same financial statements.190 Thus, neither industry member-
ship nor creditworthiness can be reasonably interpreted as the result of random 
process.  

While this is not a big problem in a pure assessment of value relevance, it be-
comes a major problem when assessing the differences in relative values. Why? In 
pure value relevance research the concern is about how different accounting fig-
ures and (potentially) different prices interact, while now the focus is on how iden-
tical accounting figures would (potentially) translate in different values given a 
different industry environment or a different creditworthiness. However, since the 
identity in accounting figures for both groups cannot be assumed, the problem of a 
potential selection bias is of special significance now. 

To conclude: Assessing the impact of industry membership and creditworthi-
ness – called treatment hereafter – on relative values, based on a comparison of 
the treatment groups and the control groups, without correction for that selection 
bias, may generate misleading results. 

 
Econometric methodology of the matching estimator approach 
There are different strategies to correct such a selection bias.191 Most of them, 
however, are not appropriate for the present case. For example, the difference-in-
difference method requires data before and after treatment (but there are only rare 
– if at all – data about companies that switch from one industry classification to 
the other group; the same is true for the classification of creditworthiness) and the 
so-called instrumental variables estimators require valid instruments (but it is very 
difficult, if not impossible, to find valid candidates that can serve as instruments in 

                                                           
189  This procedure has been applied in the previous analyses. 
190  A look at the descriptive statistics by industry structure and by creditworthiness (Ap-

pendix 7.4) emphasizes the differences between both groups – not only in prices but 
also in accounting figures. 

191  An overview is provided by Heckman et al. (1999). 
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this analysis). Fortunately, the third method – the matching estimator approach – 
does not have any of these unsatisfiable requirements. Moreover, it is not based on 
the assumption of any functional form of the outcome equation – i.e. of industry 
classification or creditworthiness – nor is an assumption necessary with respect to 
the shape of the distribution of the error terms of the outcome equation and the se-
lection equation (see Czarnitzki et al., 2004: 9). 

Matching estimators are a relatively young econometric methodology. They 
have been applied and discussed mainly in the field of labour market research (see 
Angrist, 1998; Dehejia and Wahba, 1999; Heckman et al., 1998; Lechner, 1999a; 
Lechner, 1999b; Lechner, 2000; Gerfin and Lechner, 2002 and Vandenberghe and 
Robin, 2004), but most recently also in the field of industrial economics (see Ar-
nold and Hussinger, 2004; Czarnitzki et al., 2004). However, it has not been used 
very often in finance research thus far. Therefore, this study is somewhat unique 
in the way it goes about testing these two asset-pricing related hypotheses. 

The principle of matching is the following: The starting situation is that two 
groups of observations are in different states. The control group is defined as be-
ing originally in state m, while the treatment group is defined as being in state l. 
The matching estimator now establishes a counterfactual situation for companies 
that are part of the control group, so that they are virtually in the state of the treat-
ment group.192 To put it more precisely, the matching estimator is the tool to create 
a sample of firms in l that is comparable to the sample of companies in m, where 
comparability relates to a set of a priori defined criteria. This set of criteria (also 
called covariates) is denoted G. The consequence of this matching is that – once 
the samples in states m and l are comparable with respect to G – remaining differ-
ences in the outcome between both groups can exclusively be assigned to the 
treatment (i.e. to industry classification or creditworthiness). This difference is 
called the treatment effect. In formal terms, the average treatment effect on the 
control group (companies in state m,) relative to state l can be expressed as (see 
Czarnitzki et al., 2004: 8, Lechner, 1999b: 4): 

m,l m l m lE E Y Y S m E Y S m E Y S mα = − = = = − =⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦  (5.6) 

Where m,lE α⎡ ⎤
⎣ ⎦  denotes the average treatment effect, mY and lY  denote the 

outcome in the different states and S indicates the factual state. Figure 31 summa-
rises the effects of matching on the control group and the treatment group. 

                                                           
192  In most research a binary treatment is applied, i.e. the treatment variable can have two 

states. This is also done in the present case. However, in some research this approach 
has been extended to multiple state matching, see e.g. Gerfin and Lechner (2002), 
Czarnitzki et al. (2004). 
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Fig. 31. Effects of matching  
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a The bars in the figures do not represent real values of accounting variables, they are just 
examples. 

This approach requires the definition of the similarity criteria G. In the present 
analysis the variables NI, EQUT, EQUTRA and SALES should suffice to define 
comparability. The matching procedure itself proceeds as follows: First a probit 
regression of the probability of treatment as a function of the covariates G is run. 
In the second step, the resulting estimates are used to create a predicted probability 
of treatment for each observation (this probability is called the propensity 
score).193 Then pairs of firms from each group can be identified that have the same 
probability of receiving treatments, i.e. balancing on the propensity score results in 
matched samples that should be similar in the covariates NI, EQUT, EQUTRA and 
SALES. In order to achieve valid matching results, it is important to apply a com-
mon support, i.e. to allow all firm year observations to participate in both states. 
The common support assumption can be accounted for by deleting all observa-

                                                           
193  The idea of determining the propensity scores via probit regressions goes back to 

Maddala (1983). 
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tions with probabilities larger than the smallest maximum and smaller than the 
largest minimum of both groups (see Czarnitzki et al., 2004: 10). 

However, even within common support, the probability of observing two com-
panies with exactly the same propensity score is about zero in practice. To over-
come this difficulty, several solutions are offered in literature (see Vandenberghe 
and Robin, 2004). One of them is the nearest neighbour matching approach; it 
consists of an algorithm that matches each company from the control group with 
the treatment group according to the nearest propensity score. Thus, the resulting 
match minimises the bias between the treatment and comparison groups. How-
ever, applying this method is probably associated with a disregard for important 
information since not necessarily all observations from the treatment group are 
matched. This is especially a problem if the number of observations in the treat-
ment group exceeds the number of observations in the control group, which is the 
case in the present examination where the competitive industry group consists of 
438 observations, while the control group only consists of 372 observations.194 As 
a consequence, another matching algorithm is applied here: the Epanechnikov 
kernel matching. In Epanechnikov kernel matching, all members of the non-
treatment group are used in order to build a match for each member of the treat-
ment group (of course, the contribution of those for whom the match is poor is 
rather small). To put it differently, the kernel is a function that weights the contri-
bution of each control group member according to distance of propensity scores. 
Exact matches get a large weight, and poor matches get a small weight. 

After this matching procedure is applied, it is possible to determine the differ-
ence in the variable PRICE between the two groups that can exclusively be as-
signed to industry classification resp. creditworthiness. Thus, in the ideal case, all 
differences in accounting figures are filtered out and the selection bias is cor-
rected. Figure 32 summarises the matching protocol.195 

                                                           
194  In the examination of the impact of creditworthiness, this is less of concern since the 

treatment group contains 101 observations while there are 596 observations in the 
control group.  

195  The matching is done with the assistance of the psmatch2 procedure by Leuven and 
Sianesi (2003). 
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Fig. 32. Matching protocol 
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Source: Own figure according to Czarnitzki et al., 2004: 11, Lechner, 1999b: 16. 
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5.2.4 Results 

5.2.4.1 Descriptive Statistics 

Table 7 shows some basic statistics on the sample.196 Especially two points are 
striking here. First, the mean of the variable NI is slightly negative, which is the 
consequence from the many negative-earnings-companies in the sample. One of 
the main reasons for this is that the sample period (1998-2003) covers the rise and 
the fall of the “Neuer Markt”, a market segment for high growth companies. Even 
if several companies in this segment were not included in the sample because they 
ceased to be listed or were taken over before 2003, these mostly low profitable 
firms still have some influence on the sample. Second, the standard deviations of 
most of the variables are quite high. This wide dispersion is less an indicator for 
heterogeneity of the sample in the cross section (this is accounted for by focusing 
on companies that publish financial statements according to IAS/IFRS or US-
GAAP) but rather a result of the macroeconomic volatility and the price level 
changes on the stock market during the sample period. Figure 33 illustrates the 
development of GDP growth rates in Germany and the DAX, the major German 
stock market index between 1998 and 2003. 

Table 7. Basic descriptive statistics 

 Variablesa Number of 
observations Mean Standard 

deviation 
Negative  
values, % 

 PRICE 928 14.53 17.79 0.0 
 EV 928 37.11 59.40 0.0 
 NI 928 -0.02 3.33 47.4 
 EBIT 928 0.61 4.51 45.2 
 EBITDA 928 2.69 7.27 29.0 
 SALES 928 33.31 75.02 0.0 
 FCFE 928 4.55 13.46 22.0 
 FCFF 928 4.15 11.01 23.4 
 CFO 928 1.81 5.83 34.3 
 EQUT 928 10.07 15.54 1.7 
 TA 928 32.65 63.07 0.0 

a Variables are as defined in section 5.2.1. 

 

                                                           
196  Sample statistics by creditworthiness, by industry structure and by asset heaviness can 

be found in Appendix 7.4. 
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Fig. 33. Development of the stock market and the economy in Germany during the sample 
period 
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Source: DESTATIS, Datastream.  

Pearson and Spearman correlations are reported in Table 8. Pearson correlation 
coefficients are a measure of linear association between two variables of interest. 
The Spearman coefficient is the non-parametric counterpart to the Pearson coeffi-
cient. It is regarded as the safer measure if the association between the two vari-
ables under consideration is rather non-linear. All correlations in the table are sig-
nificant at the two tailed 1%-level. For the fields that are labelled “X”, no 
correlations are calculated because this would not make any economic sense. Cor-
relations between PRICE and other variables can only be interpreted reasonably if 
these variables are determined on an equity basis. Similarly, correlations between 
EV and other variables can only be interpreted reasonably if these variables are de-
termined on an enterprise basis. It is important to note that the correlations be-
tween PRICE and accounting variables cannot be compared with the correlations 
between EV and the accounting variables because of technical reasons. More de-
tails about the problems of a potential upward bias in the EV-correlations can be 
found in section 5.2.4.2 and in Appendix 7.2. 

The Pearson coefficients are quite high in some cases which might indicate that 
there is a risk of multicollinearity. Multicollinearity describes the phenomenon 
that in a regression model two or more independent variables are highly correlated 
so that a reasonable interpretation of regression outputs is difficult. In general, the 
level at which multicollinearity becomes a problem is set at an absolute correlation 
value of 0.5 or higher.197 During the further examinations, problems might arise in 

                                                           
197  See DeFusco et al. (2001: 459). Sometimes this multicollinearity level is even set at 

0.7. However, it is not possible to rule out the existence of multicollinearity only 
based on pairwise correlations because there might be linear combinations of inde-
pendent variables that are highly correlated. 
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the regression model that uses EQUT and NI as independent variables (Equations 
5.3, 5.4 and 5.5). However, for the further analysis, it is assumed that multicollin-
earity is not of concern for especially two reasons. First, Pearson correlation is be-
low 0.5 and Spearman correlation is only slightly above 0.5. This still seems to be 
low enough to gauge the absence of multicollinearity. Second, variants of this 
model have been extensively estimated in the past and the results were – as far as 
the author knows – never called into question due to multicollinearity. Whether 
the inclusion of control variables causes multicollinearity problems will be ana-
lysed by a comparison of t-values and F-statistics for the respective regression 
models later in this analysis. 

Table 8. Correlations 

Vari-
ablesa, b 

PRICE EV NI EBIT EBIT 
DA 

SALES FCFE FCFF CFO EQUT TA 

PRICE - 0.66 0.47 Xc X X 0.32 X 0.44 0.51 X 

EV 0.86 - X 0.67 0.81 0.86 X 0.79 X X 0.96 

NI 0.69 X - 0.92 0.31 0.46 0.24 0.43 0.53 0.47 0.45 

EBIT X 0.64 0.96 - 0.54 0.62 0.33 0.58 0.70 0.62 0.63 

EBITDA X 0.77 0.80 0.85 - 0.72 0.45 0.69 0.77 0.70 0.80 

SALES X 0.83 0.52 0.56 0.72 - 0.43 0.71 0.81 0.84 0.90 

FCFE 0.53 X 0.44 0.46 0.62 0.59 - 0.85 0.49 0.55 0.57 

FCFF X 0.67 0.51 0.53 0.69 0.66 0.83 - 0.81 0.75 0.80 

CFO 0.49 X 0.56 0.59 0.71 0.65 0.59 0.80 - 0.78 0.84 

EQUT 0.75 X 0.55 0.56 0.66 0.71 0.59 0.60 0.51 - 0.91 

TA X 0.90 0.49 0.52 0.71 0.88 0.65 0.67 0.60 0.87 - 

a Variables are as defined in section 5.2.1. 
b Pearson (Spearman) correlations are reported above (below) the diagonal. All correlations 
are significant at the 1% level (two tailed). 
c X: No correlations calculated because of lack of economic coherence. 

However, multicollinearity is not the only possible problem in regression inter-
pretation. Conditional heteroscedasticity, i.e. non-constant variance of the residu-
als that is conditional on the values of the independent variables in the regression 
(see DeFusco et al., 2001: 447), can also affect statistical inference. If conditional 
heteroscedasticity exists, the unadjusted standard errors will be too small and con-
sequently the test statistics will be too high. From an economic point of view, the 
risk of conditional heteroscedasticity is high in this analysis, because of the high 
volatility in the macroeconomic environment during the sample period. In order to 
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statistically assess whether the residuals are actually affected by conditional het-
eroscedasticity, a Cook-Weisberg test198 is run for each regression. The test re-
vealed that – as expected – the variance of the residuals is non-constant and corre-
lated with the values of the independent variables in all regression models and, 
thus, conditional heteroscedasticity is present. As a consequence, to adequately 
address this problem, White heteroscedasticity-consistent robust standard errors 
(see White, 1980) were used for the tests of significance in all regression models. 

Endogeneity, i.e. reverse causality, does not seem to be a major problem in this 
analysis since stock prices usually do not have a great impact on accounting fig-
ures of non-financial companies (see Meitner and Westerheide, 2005). 

5.2.4.2 General Estimation Results and Robustness Checks 

For all analyses, Pooled Ordinary Least Square (Pooled OLS) regression is used. 
Fixed-effects or random-effects models are not appropriate here because of the 
structure of the sample.199 However, in order to account for a timely heterogeneity 
of the sample and to diminish the impact of potential macroeconomic shocks, a 
dummy variable for each year of observation is included into the analysis.200 For 
convenience, the hypotheses are listed again before presenting the respective re-
sults. 

Hypothesis 1.1 Net income is more value relevant than operating cash flow 

Hypothesis 1.2 Free cash flow to equity is less value relevant than each of the 
following accounting figures: net income, book value of equity and operating cash 
flow 

Hypothesis 2 Sales have lower value relevance than each of the following ac-
counting figures: EBIT, EBITDA 

 
Table 9 presents the results for Equation 5.1 and 5.2 regressions. Equation 5.1 

is estimated twice. First, the full sample is used and second, only positive inde-
pendent variables are applied. Equation 5.2 is estimated only for positive inde-
pendent variables. Common (centred) R2 is indicated for the two Equation 5.1 
models, while uncentred R2 is indicated for Equation 5.2. Again, centred R2 and 
uncentred R2 are not directly comparable. The numbers in bold letters represent 
the highest values for each class (equity and enterprise value variables) and esti-
mation model. The numbers in italics represent the lowest values respectively. 
Plots of annual R2 can be found in Appendix 7.5. 
                                                           
198  See Cook and Weisberg (1983). The results of the Cook-Weisberg test are shown in 

the respective tables of the regressions. 
199  See Whelan and McNamara (2004: 10). The sample is characterised by a large num-

ber of pool members (cross section) relative to the total number of observations. 
200  See Figure 33 on page 180 for an illustration of the changes in the macroeconomic 

and capital market environment during the sample period; some other studies run an-
nual estimations to account for such a timely variation, see e.g. Brief and Zarowin 
(1999); Barth et al. (1998). 
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Table 9. Value relevance of different accounting variables 

Regression models (yearly dummies are not explicitly listed) 

0 1Y b b Xit it it= + ⋅ + ε     (A) 

0 1Y b b Xit it it= + ⋅ + ε     only for positive itX  (B) 

1Y b Xit it it= ⋅ + ε              only for positive itX  (C) 

    where Y  is a replacement character for the dependent variables PRICE or EV  
    and X  is a replacement character for the independent variables below 

 
Regression results a 
 

Equation 

Variablesb (A) 
R2 

(B) 
R2 

(C) 
Uncentred 

R2 
Dependent Variable: PRICE     
EQUT 0.378 0.277 0.663 
NI 0.320 0.402 0.725 
FCFE 0.215 0.208 0.631 
CFO 0.342 0.274 0.656 
    

Dependent Variable: EV    
SALES 0.758 0.750 0.840 
EBIT 0.450 0.695 0.810 
EBITDA 0.666 0.839 0.900 

a Centred R2 resp. uncentred R2 is reported for the three models. Uncentred R2 is not com-
parable to centred R2. Results of regressions that use EV as the dependent variable are not 
comparable to the results of regressions that use PRICE as the dependent variable. Highest 
values for each model and each dependent variable are indicated in bold letters. Plots of an-
nual R2 can be found in Appendix 7.5. 
b Variables are as defined in section 5.2.1 and 5.2.2.  

 
Tables 10 and 11 present the incremental R2 of several accounting variables 

given other variables, i.e. the contribution of one variable 1X  to the R2 of a model 
that applies both to 1X  and 2X  as independent variables. 
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Table 10. Incremental R2 of equity value variables 

Incremental R2 of 1X  given 2X a 

            Variable 2X  

                      
Variable 1X      

EQUT NI FCFE CFO Average 
contribution 

   EQUT - 0.107 0.162 0.048 0.105 
   NI 0.049 - 0.138 0.048 0.078 
   FCFE 0 0.034 - 0.004 0.012 
   CFO 0.012 0.069 0.130 - 0.070 

a Dependent variable: PRICE. Results of regressions that use PRICE as the dependent vari-
able are not comparable to the results of regressions that use EV as the dependent variable. 

Table 11. Incremental R2 of enterprise value variables 

Incremental R2 of 1X  given 2X a 

        Variable 

2X  

                         
Variable 1X      

SALES EBIT EBITDA FCFF TA Average 
contribution 

 SALES - 0.330 0.163 0.192 0 0.171 
 EBIT 0.024 - 0.070 0.066 0.005 0.040 
 EBITDA 0.072 0.285 - 0.141 0.004 0.126 
 FCFF 0.056 0.236 0.097 - 0 0.097 
 TA 0.182 0.493 0.277 0.318 - 0.317 

a Dependent variable: EV. Results of regressions that use EV as the dependent variable are 
not comparable to the results of regressions that use PRICE as the dependent variable. 

As regards Hypothesis 1.1, one can conclude that there is not much difference 
in the value relevance of NI and CFO. Indeed, CFO has a slightly higher R2 if the 
full sample is applied but, if only positive observations are considered, the R2 of 
NI exceeds the R2 of CFO. Moreover, the uncentred R2 of model C that suppresses 
the intercept and the average incremental R2 is also higher for NI than for CFO. 
Furthermore, NI has the highest value relevance of all equity models using only 
positive observations. This clearly emphasizes the dominant role of NI as a basis 
of reference in single-factor equity CCV models (where only positive reference 
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variables are applied). However, because of the full sample dominance of CFO it 
does not seem sufficient to clearly reject the null hypothesis in favour of the alter-
native hypothesis stated as Hypothesis 1.1. The relatively high value relevance of 
CFO is somewhat surprising in light of the findings of most previous international 
research. The author believes that this is less an indicator for bad management ac-
counting or weak accounting rules (since German managers cannot be assumed to 
be more “discretionary” than other managers, and the accounting systems are 
comparable in all these studies). Instead it is the result of the relatively high num-
ber of young companies in the sample, which has been already shown to be a value 
relevance driver of cash flows (see Black, 1998). 

Hypothesis 1.2 states that the value relevance of free cash flow to equity is 
lower than the value relevance of all the other equity variables. In fact, the tables 
show that R2 is lowest for FCFE in all estimation models and that FCFE’s average 
incremental R2 (=0.012) is also lower than that of other variables. This is consis-
tent with theoretical predictions and clearly indicates that FCFE is not a very suit-
able variable in CCV. The low relative incremental R2 of FCFF (=0.097) on the 
enterprise level supports these findings and emphasizes the inappropriateness of 
free cash flow as a reference variable in general, even if EBIT still has a compara-
tively lower incremental R2.  

With respect to enterprise value variables, Hypothesis 2 predicts that SALES 
should have lower value relevance than EBIT or EBITDA. The estimation results, 
however, cannot support this hypothesis. EBIT, but not SALES has the lowest 
value relevance (measured by R2) in all three regression models. Furthermore, 
EBIT (and also EBITDA) exhibits a much lower average incremental R2 than 
SALES. This is a surprising result. It can partly be justified with the important role 
of SALES multiples during the new economy boom and with the conclusion that 
depreciation and amortization do not reflect the true economic value of periodical 
cost allocation, however, there still remains some mystery about this finding. 
While SALES have also the highest R2 for the full sample regression, it is ranked 
second behind EBITDA for both only-positive-variables regressions. This shows 
that EBITDA – if used as a multiple – is the number one performance-oriented en-
terprise value reference variable. 

As regards the regression analysis thus far, particularly two points merit a 
comment. First, it is important to note that the results drawn from the regressions 
that use the enterprise value as the dependent variable are by no means compara-
ble to the results that use the stock price as the dependent. This is the case because 
the enterprise value is calculated using capital market based and accounting based 
figures (note that the market value of debt is proxied by the book value of debt) 
while stock prices are pure capital market based variables. The consequence is a 
systematic upward bias of R2 for the enterprise value regressions. This problem 
becomes especially clear when looking at a regression model where enterprise 
value is explained by total assets. In such a model, the book value of debt is part 
of the dependent and the independent variable. In this context, it can be shown that 
for very high book values of debt relative to PRICE and EQUT, R2 converges to 
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1.201 This is also one of the explanations for the relatively high incremental R2 of 
TA (as reported in Table 11). Thus, only as long as the dependent variable is con-
sistently defined, comparisons are possible. Consequently, results from the regres-
sions with enterprise value as the dependent variable can only be compared to 
other regression results with enterprise value as the endogenous variable. More-
over, since company valuation usually focuses ultimately on equity investors and 
due to the methodological problems associated with enterprise value regressions, 
the regressions with stock price as the dependent variable are more relevant here 
and allow for a more accurate interpretation of economic reality.  

Second, even if correlations of several enterprise value variables are high (e.g. 
the correlation between SALES and TA is at 0.9 following the Pearson coefficient 
and at 0.88 following the Spearman coefficient; see Table 8), a possible multicol-
linearity does not affect statistical inference when determining the incremental R2. 
This is the case since multicollinearity has influence on the standard errors but not 
the R2. Thus, no transformation of variables was necessary for these calculations. 

 

Hypothesis 3 The relationship between the PB ratio and the return on equity is 
non-linear (i.e. rather convex) 

 
Some “eyeball econometrics” will set the starting point to this analysis. A 

graphical look at the two-dimensional relationships between the PB ratio and ROE 
– presented in Figure 34 – reveals that the plot is consistent with the predicted 
shape. In order to technically address this hypothesis, the differences in the slope 
coefficients between the sectors are tested for significance. 202 The highest 3 % of 
all observations (in terms of ROE) are deleted to reduce the impact of outliers. 
Table 12 contains the results of these tests. 

The coefficient values for the sections are continuously rising from slightly 
negative (S1) to highly positive (S3). Moreover, the differences between coeffi-
cients are significant in all three possible cases. This clearly indicates that the PB-
ROE association has a convex shape. Thus, the null hypothesis of a linear rela-
tionship can be rejected. This result is consistent with the findings of Burgstahler 
and Dichev (1997). One important result is that the existence of convexity in the 
PB-ROE model strongly supports the validity of the two factor model that has 
been derived in section 4.3.2. 

                                                           
201  See Appendix 7.2 for a proof of the convergence of R2 in simple linear regression 

models. However, a noticeable upward bias is existent even for low book values of 
debt. The argument also holds for other models that use the enterprise value as the 
dependent variable. 

202  Consistently with a similar study of Burgstahler and Dichev (1997), the domain of 
ROE is divided into three parts with an equal number of observations. 
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Fig. 34. Plot of the PB-ROE Association 
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Source: KKMDB, Hoppenstedt. 

Table 12. Convexity in the PB-ROE Association 

   Coefficients 
in sectionsc 

Depend. 
 variablea 

Indep. 
variablea 

Cook- 
Weisberg   S1  S2  S3 

PB ROE *** -0.24 2.03** 11.12*** 

   Tests of significant differences in coeffi-
cientsb,c  between sections 

   
S2-S1 S3-S2 S3-S1 

   2.1** 3.7*** 4.9*** 
a Variables are as defined in section 5.2.1. 
b t-statistics are reported; assumption: ( )SectionA SectionBcov b ;b 0= . 
c * (**, ***): significant at the two-tailed 10% (5%, 1%) level; standard errors are hetero-
scedasticity-corrected (White 1980); t-values are standard normally distributed. 

What is noteworthy and surprising, however, is that the coefficient for the low-
ROE group has a negative sign, which – at the first glance – does not seem to be 
consistent with financial theory. A possible explanation for this is that very low 
values are often the result of extraordinary one-time events and therefore lack per-
sistence.203 Anyway, the unexpected sign of this coefficient should not be stressed 
too much since it is not significantly different from zero. 

                                                           
203  Jan and Ou (1995) and Collins et al. (1999) also found that – when price is regressed 

on earnings – the coefficient on earnings is reliably negative for loss firms. While the 
first ones call it a “bewildering phenomenon” the second ones suggest that it is the 
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Hypothesis 4.1 The joint value relevance of earnings and book value is higher 
than the value relevance of each of these two variables alone 

 
Hypothesis 4.1 is simply tested by comparing the valuation roles of EQUT and 

NI in simple linear regressions and multiple linear regressions. The results are pre-
sented in Table 13. 

Obviously, the adjusted R2 of regression model C (the model that uses both NI 
and EQUT as independent variables) exceeds the R2 of each of the other two mod-
els. This leads to the conclusion that EQUT and NI have a joint value relevance 
that is higher than the value relevance of each of these two accounting figures 
alone. Moreover, the coefficients of NI and EQUT are highly significant in every 
model, which provides further support for the validity of the conclusion. It is also 
important to note that four out of five yearly dummy variables are significantly 
different from zero. This emphasizes the importance of including time dummy 
variables into the analysis in general, but it also shows that the sample has often 
been subject to heavy macro-influences during the sample period.  

Hypothesis 4.2 The value relevance of earnings is reduced and the value rele-
vance of book value is increased for firms that operate in highly competitive in-
dustries compared to firms that do not 

Hypothesis 4.3 The value relevance of earnings is reduced and the value rele-
vance of book value is increased for firms that are asset heavy compared to firms 
that are not 

Hypothesis 4.4 The value relevance of earnings is reduced and the value rele-
vance of book value is increased for firms that have a high relative creditworthi-
ness compared to firms that have a poor relative creditworthiness 

 
These hypotheses state that EQUT and NI have varying value relevance de-

pendent on the industry structure as well as the creditworthiness and asset heavi-
ness of companies. Tables 14-16 present the results of both the sub-sample com-
parisons and the full-sample approach using dummy variables. The results are 
given separately for each of the relevant research questions. Table 17 contains the 
results if earnings adjusted creditworthiness (ACRW) is used instead of pure cred-
itworthiness (CRW). 

As regards Hypothesis 4.2 (Table 14), the results are straightforward. In the 
competitive industry sub-sample (D1=1) the coefficient on EQUT is highly sig-
nificant while that on NI is not. Contrary to that, in the sub-sample that comprises 
all other industries (D1=0) the coefficient of NI is highly significant while EQUT 
is not. Moreover, coefficients of NI are higher in the (D1=0) sub-sample than in 
the (D1=1) sub-sample and coefficients of EQUT are lower in the (D1=0) sub-
sample than in the (D1=1) sub-sample. These differences are highly significant in 
both cases: The t-statistics is at -3.58*** in the test of equality of the slope coeffi-
cients of NI in both sub-sample regressions, and at 2.81*** in the test of equality 
                                                                                                                                     

omission of book value which induces the negative bias. However, in the present 
analysis book value is not omitted and the sign is still negative. 
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of the slope coefficients of EQUT in both sub-sample regressions (tests are per-

formed under the assumptions:  ( )cov b ;b 0NI,Equation A NI,Equation B =  and 

( )cov b ;b 0EQUT,Equation A EQUT,Equation B = ). The incremental R2 of NI 

given EQUT is distinctly higher for the group of companies that are characterised 
by D1 = 0 than for the other sub-sample. The opposite is true for the incremental 
R2 of EQUT given NI: It is much higher for the competitive sub-sample than for 
the other sub-sample. 

Table 13. The general valuation roles of book value and earnings 

Regression models (yearly dummies are not explicitly listed) 

 0 1P b b EQUTit it it= + ⋅ + ε  (A) 

 0 1P b b NIit it it= + ⋅ + ε  (B) 

 0 1 2P b b EQUT b NIit it it it= + ⋅ + ⋅ + ε  (C) 

 
Regression results a,b 
 

Equation 

Variables c (A) (B) (C) 
 Cook-Weisberg *** *** *** 
Intercept 27.94*** 33.08*** 28.27*** 
EQUT 0.56***  0.42*** 
NI  2.31*** 1.36*** 
DY99 - - - 
DY00 -14.95*** -14.50*** -13.97*** 
DY01 -20.05*** -19.03*** -18.65*** 
DY02 -25.21*** -23.70*** -23.64*** 
DY03 -19.50*** -20.13*** -18.90*** 

Adj. R2 0.378 0.320 0.427 

Incremental R2 
(NI given 

EQUT) 

  0.049 

Incremental R2 
(EQUT given 

NI) 

  0.107 

a Coefficients are reported for the variables; * (**, ***): significant at the two-tailed 10% 
(5%, 1%) level. Standard errors are heteroscedasticity-corrected (White 1980); t-values are 
standard normally distributed. 
b Only significant time dummy variables are reported. Insignificant ones are dropped. 
c Variables are as defined in section 5.2.1. 
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Table 14. Impact of industry structure on the relative valuation roles of book value and 
earnings 

Regression models (yearly dummies are not explicitly listed) 
 0 1 2P b b EQUT b NIit it it it= + ⋅ + ⋅ + ε   

sub-sample: competitive industries 

(A) 

 0 1 2P b b EQUT b NIit it it it= + ⋅ + ⋅ + ε    

sub-sample: other industries 

(B) 

 
1 10 1 2 3

154

P b b D b EQUT b D EQUTit i it i it
b NI b D NIit i it it

= + ⋅ + ⋅ + ⋅ ⋅ +

+ ⋅ + ⋅ ⋅ + ε
 (C) 

Regression results a,b 
 Equation 

Variablesc (A) (B) (C) 
   Cook-Weisberg *** *** *** 
Intercept 13.68*** 31.03*** 32.10*** 
D1   -9.51*** 
EQUT 0.68*** 0.17 0.17 
NI 0.64 2.92*** 2.92*** 
D1 EQUT   0.51*** 
   expected sign   positive 
D1 NI   -2.26*** 
   expected sign   negative 
DY99 11.35*** - - 
DY00 -3.67** -9.36** -11.75*** 
DY01 -9.47*** -14.10*** -16.95*** 
DY02 -11.97*** -22.77*** -22.25*** 
DY03 -8.35*** -16.59*** -17.41*** 
Adj. R2 0.473 0.414 0.469 
Incremental R2 
(NI given EQUT) 

0.019 0.111  

Incremental R2 
(EQUT given NI) 

0.212 0.017  

Test EQUT: d 
H0: 1,Equation Xa 1,Equation Xbb b=  t-statistic : 2.81*** 

 

Test NI: d 
H0: 2,Equation Xa 2,Equation Xbb b=  t-statistic : -3.58*** 

 

a Coefficients are reported for the variables; * (**, ***): significant at the two-tailed 10% 
(5%, 1%) level. Standard errors are heteroscedasticity-corrected (White 1980); t-values are 
standard normally distributed. 
b Only significant dummy variables are reported. Insignificant ones are dropped. 
c Variables are as defined in section 5.2.1 and 5.2.3. D1i=1 if industry is competitive, 0 oth-
erwise. 
d Assumption: ( )Equation A Equation Bcov b ;b 0=  



5.2  Value Relevance      175 

The full sample regression (model C in Table 14) shows that the coefficient on 
the intercept dummy is significant suggesting that industry structure is value rele-
vant in its own right. The coefficient of the dummy variable multiplied by NI is 
significantly negative (-2.26***) and the dummy multiplied by EQUT is signifi-
cantly positive (0.51***), indicating that the market’s reaction to NI is reduced 
and to EQUT is increased for companies in competitive industries relative to other 
industries. Again, most of the yearly dummies are highly significant in all three 
regressions indicating that the sample is affected by timely varying macro-
influences.  

These results indicate that the value relevance of earnings is lower for competi-
tive industries as compared to other industries. Likewise, the value relevance of 
the book value of equity is higher in competitive industries as compared to other 
industries. This clearly supports Hypothesis 4.2. The message in terms of CCV is 
the following: Book value multiples are expected to be the better tool compared to 
earnings multiples if the target company is operating in a competitive industry 
(and vice versa if the company is not operating in a competitive industry). 

As regards Hypothesis 4.3 (Table 15), the results are no longer quite so 
straightforward. In fact, in the asset heavy companies sub-sample (D2=1), the co-
efficient of NI is lower and the coefficient of EQUT is higher than in the (D2=0) 
sub-sample. However, the differences are only significant for the EQUT coeffi-
cients: The t-statistic is at 2.08** in the test of equality of the slope coefficients of 
EQUT in both sub-sample regressions, and at -0.42 (not significant at the 10% 
level) in the test of equality of the slope coefficients of NI in both sub-sample re-
gressions (tests are performed under the assumptions:  

( )NI,EquationA NI,EquationBcov b ;b 0=  and  

( )EQUT,EquationA EQUT,Equation Bcov b ;b 0= ). The incremental R2 of NI given 

EQUT is slightly higher for the group of companies that are characterised by 
D2=0 than for the other sub-sample – however both at a very low level. Contrary 
to that, the incremental R2 of EQUT given NI is much higher for the asset heavy 
sub-sample than for the other sub-sample. 

The full sample regression (model C in Table 15) shows that the coefficient on 
the intercept dummy is significant suggesting that asset heaviness is value relevant 
in its own right. The coefficient of the dummy variable multiplied by NI is not 
significant but the dummy multiplied by EQUT is significantly positive (0.32***), 
indicating that market’s reaction to EQUT is increased for asset heavy companies 
relative to other companies. As in the industry structure analysis, most of the 
yearly dummies are highly significant in all three regressions indicating that the 
sample is affected by varying macro-influences over time. 

These results indicate that the role of book value in CCV is more important for 
asset heavy companies than for other companies. However, the increase in the 
value relevance of the book value of equity is not offset by a decrease in earnings 
value relevance. Thus, it does not matter for the valuation role of earnings whether 
a company is asset heavy or not. This may reflect the markets’ fixation on earn-
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ings – independently of the nature of the company – but also the better “valuabil-
ity” of asset heavy companies in general. 

Table 15. Impact of corporate asset heaviness on the relative valuation roles of book value 
and earnings 

Regression models (yearly dummies are not explicitly listed) 

 0 1 2it it it itP b b EQUT b NI= + ⋅ + ⋅ + ε    
sub-sample: asset heavy companies 

(A) 

 0 1 2it it it itP b b EQUT b NI= + ⋅ + ⋅ + ε    
sub-sample: other companies 

(B) 

 0 1 2 3

4 5

2 2
2

it it it it it

it it it it

P b b D b EQUT b D EQUT
b NI b D NI

= + ⋅ + ⋅ + ⋅ ⋅ +
+ ⋅ + ⋅ ⋅ + ε

 (C) 

Regression results a,b 
 Equation 

Variablesc (A) (B) (C) 

   Cook-Weisberg *** *** *** 
Intercept 21.48*** 33.08*** 29.94*** 
D2   -5.40*** 
EQUT 0.66*** 0.29* 0.30** 
NI 1.06*** 1.44* 1.28*** 
D2 EQUT   0.32** 
   Expected sign   positive 

D2 NI   - 
   expected sign   negative 

DY99 - - - 
DY00 -11.04*** -16.12*** -13.44*** 
DY01 -15.60*** -21.45*** -18.31*** 
DY02 -20.19*** -26.71*** -23.35*** 
DY03 -15.42*** -22.00*** -18.63*** 

Adj. R2 0.598 0.326 0.448 

Incremental R2 
(NI given EQUT) 

0.027 0.060  

Incremental R2 
(EQUT given NI) 

0.218 0.051  

Test EQUT: d 
H0: 1,Equation Xa 1,Equation Xbb b=  t-statistic : 2.08** 

 

Test NI: d 
H0: 2,Equation Xa 2,Equation Xbb b=  t-statistic : -0.42 
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a Coefficients are reported for the variables; * (**, ***): significant at the two-tailed 10% 
(5%, 1%) level. Standard errors are heteroscedasticity-corrected (White, 1980); t-values are 
standard normally distributed. 
b Only significant dummy variables are reported. Insignificant ones are dropped. 
c Variables are as defined in section 5.2.1 and 5.2.3. D2it=1 if company is asset heavy, 0 
otherwise. 
d Assumption: ( )Equation A Equation Bcov b ;b 0=  

The results with respect to Hypothesis 4.4 are presented in Tables 16 and 17. 
First, the impact of creditworthiness on the relative value relevance of             
earnings and book value is examined (Table 16). The regression results are not 
very meaningful. The sub-sample comparisons reveal that the coefficient on 
book    value    is    higher (significant at the 10% level assuming  

( )EQUT,EquationA EQUT,Equation Bcov b ;b 0= ) for companies with low creditwor-

thiness relative to companies with high creditworthiness. Moreover, the incre-
mental R2 of EQUT given NI is higher for less creditworthy companies than for 
highly creditworthy companies.204 However, the full sample regression does not 
confirm these findings. If the two sub-samples are commonly estimated, the coef-
ficient of the dummy multiplied by EQUT is not significant. With respect to the 
valuation role of NI, no significant differences have been found for the two sub-
samples – neither in the sub-sample comparison nor in the full sample regression. 
Nevertheless, the coefficient on the intercept dummy is significant indicating that 
creditworthiness is at least value relevant in its own right. Many time dummies are 
significant. The weak indications for a dominating valuation role of book value for 
companies with low creditworthiness are probably a sign of book value’s nature as 
a liquidation value proxy. However, the evidence is too weak to draw valid con-
clusions and to reject the null hypothesis (H0: no influence of creditworthiness on 
the relative valuation roles of earnings and book value). This result is an extensive 
indicator for the offsetting nature of the two conflicting theories about the impact 
of creditworthiness on the valuation roles of accounting variables. 

Things change dramatically, however, if the dummy is no longer defined over 
pure creditworthiness but over earnings adjusted creditworthiness (Table 17). The 
coefficient on NI is lower (significant at the 1% level assuming 

( )NI,EquationA NI,EquationBcov b ;b 0= ) for companies with high adjusted credit-

worthiness (D4=1) relative to companies with low adjusted creditworthiness 
(D4=0). Moreover, the incremental R2 of NI given EQUT is more than twice as 
high for (D4=0) companies than it is for the other companies. The full sample re-
gression (model C in Table 17) shows that the coefficient of the dummy variable 
multiplied by NI is significantly negative. Furthermore, the coefficient on the in-
tercept dummy is significant suggesting that earnings adjusted creditworthiness is 
value relevant in its own right. With respect to the relative value relevance of  
 

                                                           
204  This is largely consistent with the findings of Barth et al. (1998). 
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Table 16. Impact of creditworthiness on the relative valuation roles of book value and earn-
ings 

Regression models (yearly dummies are not explicitly listed) 

 0 1 2it it it itP b b EQUT b NI= + ⋅ + ⋅ + ε    
sub-sample: high creditworthiness 

(A) 

 0 1 2it it it itP b b EQUT b NI= + ⋅ + ⋅ + ε      
 sub-sample: low creditworthiness 

(B) 

 0 1 2 3

4 5

3 3
3

it it it it it

it it it it

P b b D b EQUT b D EQUT
b NI b D NI

= + ⋅ + ⋅ + ⋅ ⋅ +
+ ⋅ + ⋅ ⋅ + ε

 (C) 

Regression results a,b 
 Equation 

Variablesc (A) (B) (C) 

   Cook-Weisberg *** *** *** 
Intercept 25.08*** 26.57*** 25.57*** 
D3   7.79*** 
EQUT 0.31* 0.64*** 0.59*** 
NI 1.93** 1.19** 1.23** 
D3 EQUT   - 
   Expected sign   no expectation 
D3 NI   - 
   Expected sign   no expectation 
DY99 - - - 
DY00 -6.60* -14.06*** -13.21*** 
DY01 - -19.62*** -17.99*** 
DY02 -11.29** -23.99*** -22.79*** 
DY03 - -20.32*** -18.25*** 

Adj. R2 0.231 0.454 0.477 

Incremental R2 (NI given EQUT) 0.043 0.042  

Incremental R2 (EQUT given NI) 0.037 0.1725  
Test EQUT: d 
H0: 1,Equation Xa 1,Equation Xbb b=  t-statistic : -1.81* 

 

Test NI: d 
H0: 2,Equation Xa 2,Equation Xbb b=  t-statistic : 0.66 

 

a Coefficients are reported for the variables; * (**, ***): significant at the two-tailed 10% 
(5%, 1%) level. Standard errors are heteroscedasticity-corrected (White, 1980); t-values are 
standard normally distributed. 
b Only significant dummy variables are reported. Insignificant ones are dropped. 
c Variables are as defined in section 5.2.1 and 5.2.3. D3it=1 if company has a high credit-
worthiness, 0 otherwise. 
d Assumption: ( )Equation A Equation Bcov b ;b 0=  
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Table 17. Impact of earnings adjusted creditworthiness on the relative valuation roles of 
book value and earnings 

Regression models (yearly dummies are not explicitly listed) 

0 1 2it it it itP b b EQUT b NI= + ⋅ + ⋅ + ε   
sub-sample: high adj. creditworthiness 

(A) 

0 1 2it it it itP b b EQUT b NI= + ⋅ + ⋅ + ε   
sub-sample: low adj. creditworthiness 

(B) 

4 40 1 2 3
454

P b b D b EQUT b D EQUTit it it it it
b NI b D NIit it it it

= + ⋅ + ⋅ + ⋅ ⋅ +

+ ⋅ + ⋅ ⋅ + ε
 (C) 

Regression results a,b 
 Equation 

Variablesc (A) (B) (C) 

   Cook-Weisberg *** *** *** 
Intercept 22.00*** 28.91*** 25.59*** 
D4   7.85*** 
EQUT 0.56*** 0.53*** 0.54*** 
NI 0.68 2.55*** 2.53*** 
D4 EQUT   - 
   Expected sign   positive 

D4 NI   -1.80*** 
   Expected sign   negative 

DY99 - - - 
DY00 -6.35* -15.07*** -12.47*** 
DY01 - -20.29*** -16.75*** 
DY02 -13.09*** -26.39*** -23.44*** 
DY03 - -21.68*** -17.73*** 

Adj. R2 0.339 0.526 0.498 

Incremental R2 (NI given EQUT) 0.029 0.084  

Incremental R2 (EQUT given NI) 0.113 0.100  
Test EQUT: d 
H0: 1,Equation Xa 1,Equation Xbb b=  t-statistic : 0.29 

 

Test NI: d 
H0: 2,Equation Xa 2,Equation Xbb b=  t-statistic : -2.99*** 

 

a Coefficients are reported for the variables; * (**, ***): significant at the two-tailed 10% 
(5%, 1%) level. Standard errors are heteroscedasticity-corrected (White, 1980); t-values are 
standard normally distributed. 
b Only significant dummy variables are reported. Insignificant ones are dropped. 
c Variables are as defined in section 5.2.1 and 5.2.3. D4it=1 if company has a high earnings 
adjusted creditworthiness, 0 otherwise. 
d Assumption: ( )Equation A Equation Bcov b ;b 0=  
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EQUT, no significant differences have been found for the two states of adjusted 
creditworthiness – neither in the sub-sample comparison nor in the full sample re-
gression. Again, most of the yearly dummies are highly significant especially in 
the low adjusted creditworthiness sub-sample regression and the full sample re-
gression. 

These results indicate that creditworthiness – if adjusted for the value of earn-
ings – has a negative impact on the value relevance of earnings but no impact on 
book value. If used as an unadjusted measure, however, creditworthiness has a 
slightly negative impact on book value but no impact on earnings. The conse-
quences for CCV are straightforward: There are some weak indications that the 
use of book value multiples is more promising if the target company is of low 
creditworthiness than if it is of high creditworthiness. If, however, two companies 
have the same level of (normalised) earnings, then the valuation accuracy of earn-
ings multiples is probably higher for the low creditworthy company than for the 
high creditworthy company. 
 
Robustness checks of Hypotheses 4.2, 4.3 and 4.4 
To assess the robustness of the results with respect to Hypotheses 4.2, 4.3 and 4.4, 
a “general” model that contains all variables used in the previous analyses is es-
tablished. The results that are presented in Table 18 (model A) merit some com-
ment. First, industry structure still has a significant negative influence on earnings 
relevance but the influence on book value is no longer significant. Industry struc-
ture is still value relevant in its own right. Second, asset heaviness is still of rele-
vance in its own right, but no longer has any significant influence on the value 
relevance of book value (remember that the separate analysis about asset heavi-
ness did not show any impact on the value relevance of earnings already).205 Third, 
unadjusted creditworthiness is still value relevant itself (remember that the sepa-
rate analysis about creditworthiness did not show any impact on the value rele-
vance of book value and earnings already). Fourth, earnings adjusted creditwor-
thiness is no longer of relevance in its own right but it still has a highly significant 
influence on the value relevance of earnings (remember that the separate analysis 
about adjusted creditworthiness did not show any impact on the value relevance of 
book value already).206 As a result it turns out that only industry structure’s and 
adjusted creditworthiness’ influence on earnings value relevance remain signifi-
cant (the signs of the remaining significant coefficients are still as expected). It is 
important to note that this result highlights the strong impact of these two dummy 
variables but contemporaneously does not call into question the previous analyses 
about asset heaviness and unadjusted creditworthiness. In fact, the general model 
only provides evidence as to which influences dominate other influences, and 

                                                           
205  A possible explanation for this is that companies with high capital intensity typically 

operate in low competition industries, see White et al. (1997: 189-190). 
206  It is concluded that multicollinearity is not a problem here since the F-statistic (which 

indicates overall significance of the model) corresponds with the t-statistics on coeffi-
cients (which indicate significance of the remaining variables). 
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which influences have to be considered if more than one of the above named cir-
cumstances applies at the same time. 

Recent research has identified several variables that also affect the value rele-
vance of book value and earnings (see e.g. Barth et al., 1998; Collins et al., 1999; 
Brief and Zarowin, 1999; Whelan and McNamara, 2004). In order to further ex-
amine the robustness of the general model, these factors are controlled for through 
inclusion of additional independent variables. More precisely, the following con-
trol variables are part of an extended general model (model B in Table 18): 

(1) GDP (Germany) for the years 1998-2003, (2) GDPEXPECT (Germany) for 
the years 1998-2003, (3) BETA, (4) EQUT / TA  (as a measure of leverage), (5) 
ROE, (6) NINEG (to control for possible non-linearities in the relationship be-
tween price and book value or earnings), (7) TA and finally (8) DIV.207 

The control for these variables is necessary to draw valid results since the omit-
ted variables problem (i.e. relevant information is omitted from the model) is 
more serious than the overspecification problem (i.e. assigning variables to hy-
potheses that are not immediately relevant). Following a general-to-specific pro-
cedure, all insignificant variables are successively dropped so that only significant 
variables are reported (exception: D1 NI⋅  is reported although no longer signifi-
cant). What is noteworthy here is that several intercept and time dummies become 
insignificant. This is offset by the significant control variables DIV, NINEG and 
TA. 

The signs are largely as expected. Only the negative sign of the TA-coefficients 
is somewhat surprising since it suggests stock prices will increase as a firm’s 
amount of assets decreases. The influence of earnings adjusted creditworthiness 
on earnings value relevance is still highly significant but the influence of industry 
structure on earnings relevance is not. However, it is worth noting that the coeffi-
cient on D1 NI⋅  is still significantly negative (one tailed) on a 10% level of sig-
nificance.208 

To summarise: The inclusion of the control variables in the regression had only 
a weak effect on the relevant coefficients and hypothesis tests, which is a sign of 
robustness. Although industry structure’s influence on earnings relevance be-
comes slightly insignificant in two-tailed tests, it still is significantly negative in a 
one-tailed 10% level. 

 
 
 
 

                                                           
207  Note: GDP and GDPEXPECT do not vary in the cross-section. 
208  Again, it is concluded that multicollinearity is not a problem here since the F-statistic 

(which indicates overall significance of the model) corresponds with the t-statistics on 
coefficients (which indicate significance for the remaining variables). 
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Table 18. Complete regression model and robustness check on the relative valuation roles 
of book value and earnings 

Regression models (yearly dummies are not explicitly listed) 

1 2 3 4 50 1 2 3 4
1 2 376 8 9

4 1 210 11 12
3 413 14

P b b D b D b D b D b EQUTit i it it it it
b NI b D NI b D NI b D NIit i it it it it it
b D NI b D EQUT b D EQUTit it i it it it
b D EQUT b D EQUTit it it it it

= + ⋅ + ⋅ + ⋅ + ⋅ + + ⋅

+ ⋅ + + ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅

+ ⋅ ⋅ + + ⋅ ⋅ + ⋅ ⋅

+ ⋅ ⋅ + ⋅ ⋅ + ε

 (A) 

        The same model but additionally including several control variables (B) 
Regression results a,b 
 Equation 
             Variablesc (A) (B) 
             Intercept 28.26*** 16.69*** 
             D1 -3.39*** - 
             D2 -2.98*** - 
             D3 9.06*** 7.16*** 
             D4 - - 
             EQUT 0.53*** 0.73*** 
             NI 2.73*** 1.80*** 
             D1 EQUT - - 
             D1 NI -1.08* -0.68 (p-

value: 0.196) 

             D2 EQUT - - 
             D2 NI - - 
             D3 EQUT - - 
             D3 NI - - 
             D4 EQUT - - 
             D4 NI -1.44*** -1.27*** 

             DIV 
 

9.08*** 
             NINEG  -5.16*** 
             TA  -0.13*** 

             DY99 - - 
             DY00 -10.62*** - 
             DY01 -15.87*** - 
             DY02 -22.52*** -9.75*** 
             DY03 -17.32*** -4.87*** 

             Adj. R2 0.511 0.516 

a Coefficients are reported for the variables; * (**, ***): significant at the two-tailed 10% 
(5%, 1%) level. Standard errors are heteroscedasticity-corrected (White, 1980); t-values are 
standard normally distributed. 
b Only significant dummy variables are reported. Insignificant ones are dropped. 
c Variables are as defined in section 5.2.1 and 5.2.3. 
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5.2.4.3 Results from the Matching Estimator Approach 

Hypothesis 5.1 A company has a lower relative value if it operates in highly 
competitive industries than if it operates in non-competitive industries – assuming 
accounting figures are the same in both cases 

Hypothesis 5.2 A company has a lower relative value if it has a low degree of 
creditworthiness than if it has a high degree of creditworthiness – assuming ac-
counting figures are the same in both cases 

Table 19 reports the results from the probit estimations.209 The middle column 
shows the coefficients of the regression of D1 on the covariates NI, EQUT, 
EQUTRA, and SALES and the rightmost column shows the coefficients of the re-
gression of D3 on these covariates. The basic results are here, that, as expected, 
firms with lower earnings and book value exhibit a significantly higher probability 
to be in a competitive industry, and firms with higher earnings and book value ex-
hibit a significantly higher probability to have a good credit rating. 

Table 19. Probit estimations on industry structure (D1) and creditworthiness (D3) 

  
Dependent variablea,b 

 

Variablesb D1 D3 
 Intercept -0.303*** -0.921*** 
 EQUT -0.021*** 0.022*** 
 NI -0.070*** 0.164*** 
 SALES 0.003** -0.003*** 
 EQUTRA 1.130*** -0.928*** 
   

 
 Log Likelihood -520.398 -244.484 
 Aldrich Nelson Pseudo R2 0.149 0.247 

a Coefficients are reported for the variables; * (**, ***): significant at the two-tailed 10% 
(5%, 1%) level. 
b Variables are as defined in sections 5.2.1 and 5.2.3. 

Before discussing the matching results, it is important to go back to one of the 
basic assumptions of the matching estimator approach: the Conditional Independ-
ence Assumption (CIA) (see Rubin, 1977; Gerfin and Lechner, 2000: 18-19). The 
CIA states in the present context that firms from the treatment group and the con-
trol group – with identical realisations of G – differ in PRICE only through the 
implications of their treatment. This validity of this assumption is formally 
                                                           
209  It is assumed here that the conditional probabilities follow a normal cumulative dis-

tribution. 
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untestable (see Almus and Czarnitzki, 2001: 11). However, it seems to be reason-
able to assume that in the case of Hypothesis 5.1 industry classification (with all 
its consequences on the covariates NI, EQUT, EQUTRA and SALES), and in the 
case of Hypothesis 5.2 creditworthiness (with all its consequences for the covari-
ates NI, EQUT, EQUTRA and SALES) are the only stock-price-relevant differ-
ences between both groups. To put it differently: It can be assumed that in both 
cases the CIA seems to hold. 

As has been outlined already, the matching technique is the Epanechnikow ker-
nel, i.e. all members of the non-treatment group are used in order to build a match 
for each member of the treatment group. The contribution of each control group 
member to that match is a function of the distance of its propensity score from the 
propensity score of the respective treatment group member. Propensity scores are 
drawn from the probit models (Table 19). 

Due to the common support restriction, the matching procedure could not as-
sign a match to all treatment group members. In the matching procedure with D1 
as the dependent variable, 1 company could not be matched, and in the procedure 
with D3 as the dependent variable, 3 companies could not be matched (Table 20). 

Table 20. Matching success under common support 

 Off support On support Total 

Treatment: Industry structure (D1) 

    Untreated 0 372 372 
    Treated 1 437 438 
    Total 1 809 810 

Treatment: Creditworthiness (D3) 

    Untreated 0 596 596 
    Treated 3 98 101 
    Total 3 694 697 

Finally, the matching results are presented in Table 21. The columns that are 
labelled “Mean Treated” and “Mean Control” show the averages of the outcome 
variable PRICE for the treated (companies for which D1=1 resp. D3=1 holds) and 
the control group (companies for which D1=0 resp. D3=0 holds). The column la-
belled “Differences of Sample Means” contains the average difference in the out-
come variable PRICE between these two groups for the unmatched sample. This 
result is obtained by a simple mean comparison. The rightmost column contains 
the average difference in PRICE between both groups after the matching. This dif-
ference is called the average treatment effect to the treated (ATT), and is the cen-
tral result of the whole matching procedure. 
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Table 21. Matching results (Epanechnikow Matching) 

 Mean 
 Treated Control 

Difference of  
sample means ATTa 

Treatment: Industry structure (D1); Outcome variable: PRICE 

Unmatched sample 10.72 20.04 -9.32***  
Matched sample 10.74 14.86  -4.12*** 

Treatment: Creditworthiness (D3); Outcome variable: PRICE 

Unmatched sample 31.81 13.29 18.52***  
Matched sample 31.55 23.23  8.32*** 

a ATT: average treatment effect on the treated; coefficients are reported; * (**, ***): sig-
nificant at the two-tailed 10% (5%, 1%) level; t-values are standard normally distributed. 

The interpretation of matching results is straightforward: A simple mean com-
parison shows that companies in competitive industries and companies with a low 
rating have lower relative prices than other companies. After correcting for the se-
lection bias (i.e. for different values in the accounting variables), these differences 
are still significant. This means that companies in competitive industries have 
lower relative prices than companies in other industries (assuming both have the 
same accounting figures). As a consequence, a company trades at lower multiples 
if it operates in a competitive industry than if it operates in other industries (as-
suming it has the same value of accounting figures in both cases).210 Likewise, 
stock prices are lower for low-rated companies relative to companies with a high 
credit rating after controlling for the selection bias. This means that – given a set 
of accounting variables with identical values for all companies – creditworthy 
companies have higher prices than others, i.e. they trade at higher multiples. These 
results strongly support Hypotheses 5.1 and 5.2. 
 
Robustness check 
To assess the robustness of the matching results, a mean comparison of the covari-
ates is performed after the matching (Table 22). It is desirable that the covariates 
do not exhibit significant differences between both groups, since differences 
would indicate that the matching was not successful. 

                                                           
210  The price relative to a given set of accounting variables with identical value is noth-

ing else than a multiple. 
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Table 22. Mean comparison of the covariates after Epanechnikow Matching 

 Mean 
Variablesb Treated Control 

t-statistica 

(test of significant differ-
ences) 

Treatment: Industry structure (D1); Matched sample 

EQUT 7.28 7.88 -0.87 
NI -0.37 -0.22 -1.31 
SALES 22.71 23.60 -0.25 
EQUTRA 0.51 0.52 -0.70 

Treatment: Creditworthiness (D3); Matched sample 

EQUT 18.95 16.60 2.99*** 
NI 1.80 1.45 3.71*** 
SALES 65.69 55.00 3.41*** 
EQUTRA 0.37 0.34 1.89* 

a * (**, ***): significant at the two-tailed 10% (5%, 1%) level; t-values are standard nor-
mally distributed. 
b Variables are as defined in section 5.2.1. 

The table shows that the covariates are not significantly different between both 
groups in the case where D1 (industry structure) serves as the dependent variable. 
This is a sign for high robustness of the previous results. However, for the analysis 
where D3 (creditworthiness) serves as the dependent variable, all covariates are 
significantly different for both groups even after the matching. This means that the 
matching process was not very successful, i.e. the two groups are still different 
with respect to the covariates. As a consequence, a different matching technique is 
applied for the D3-analysis in order to ensure some minimum level of homogene-
ity within the matches. This new matching technique is called Mahalanobis 
Matching. The difference between the Mahalanobis matching and the Epanech-
nikow matching is that the Mahalanobis matching is a one-to-one matching, i.e. 
each observation of the high-creditworthiness group is matched with one observa-
tion of the control group according to the distance of propensity scores (nearest 
neighbour matching).211 In addition to the propensity scores, the matches are re-
stricted to show similarity with regard to the covariates NI, EQUT, EQUTRA, and 
SALES. The distance measure used to condition on the four covariates is Maha-

                                                           
211  As has been mentioned before, the observation distribution for both groups princi-

pally allows a nearest neighbour matching here. 
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lanobis distance.212 Table 23 reports the matching result and Table 24 shows the 
new mean comparisons of the covariates. 

Table 23. Matching results (Mahalanobis Distance) 

 Mean 
 Treated Control 

Difference of 
sample means ATTa 

Treatment: Creditworthiness (D3); Outcome variable: PRICE 

Unmatched sample 31.81 13.29 18.52***  
Matched sample 31.55 25.25  6.30** 

a ATT: average treatment effect on the treated; coefficients are reported; * (**, ***): sig-
nificant at the two-tailed 10% (5%, 1%) level; t-values are standard normally distributed. 

Table 24. Mean comparison of the covariates after Mahalanobis Matching 

 Mean 
Variablesb Treated Control 

t-statistica 

(test of significant differ-
ences) 

Treatment: Creditworthiness (D3); Matched sample 

EQUT 18.95 18.04 1.04 
NI 1.80 1.64 1.52 
SALES 65.69 58.98 1.58 
EQUTRA 0.37 0.38 -0.52 

a * (**, ***): significant at the two-tailed 10% (5%, 1%) level; t-values are standard nor-
mally distributed. 
b Variables are as defined in section 5.2.1. 

The results from the Mahalanobis Matching and the mean comparison of the 
covariates speak a clear language: The difference in prices is still significant be-
tween both groups while the covariates do not show any significant differences 
anymore. Obviously, the results of the Mahalanobis matching confirm the results 
from the Epanechnikow matching in regards to the analyses in which D3 serves as 
the dependent variable. This finding strongly supports Hypothesis 5.2 and, thus, 
clearly indicates that highly creditworthy companies trade at higher multiples than 
low rated companies. 

                                                           
212  For more details about this approach, see Cochrane and Rubin (1973), Rosenbaum 

and Rubin (1985). The common support restriction does not change under this ap-
proach. Thus, the number of companies that are off-support remains at 3. The match-
ing protocol is very similar to the protocol that is presented in figure 32. 
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5.3 Pricing Accuracy 

5.3.1 Previous Empirical Results 

In the majority of cases the existing empirical literature about pricing accuracy re-
lates to one of the two main fields of CCV research: the selection of the peer 
group companies and the choice of an accurate valuation model. The most impor-
tant studies are briefly described below. 

The study of Alford (1992) deals with the selection of the peer group compa-
nies when using the PE ratio. This study examines criteria for the US stock market 
that are important for the composition of the comparable companies group. Alford 
finds that industry classification is a very efficient criterion. However, the same 
risk class and a similar earnings growth – if used together – also lead to accurate 
valuation results although neither variable performs well by itself. One key result 
of this study is that leverage is not relevant when selecting the peer group compa-
nies. 

Bhojraj and Lee (2002) also concentrate on the composition of the peer group. 
Based on cross-sectional variations of variables nominated by valuation theory, 
they develop a “warranted” EV/SALES and PB ratio for each company. Variables 
used in this regressional approach include profitability, certain growth measures, 
and the cost of capital. Suitable peer group companies are defined as those having 
the warranted multiple closest to that of the target company. The authors conclude 
that this method is more objective and results in a higher pricing accuracy as com-
pared to other peer group selection approaches. 

Dittmann and Weiner (2005) analyse the pricing accuracy of the EV/EBIT ratio 
for different peer group selection methods. Based on a broad international sample 
it turns out that profitability is a highly important comparability criterion. Com-
posing the set of comparable companies based on return on assets yields more ac-
curate valuation results than using industry classification or total assets as the 
comparability basis. 

Kaplan and Ruback (1995) examine the performance of the EV/EBITDA ratio 
for the US market. They compare the valuation accuracy of this ratio with the re-
sults of a DCF valuation. Their benchmark is the realised price in highly leveraged 
transactions. They find that the DCF valuation performs slightly better than the 
CCV model. However, the CCV results add explanatory power to the DCF ap-
proach. They conclude that DCF and valuation using multiples are complementary 
valuation models and, thus, both types of approaches should be used in practical 
valuation settings. 

The focus of the study of Kim and Ritter (1999) is on the valuation of compa-
nies in IPOs in the USA. They compare different single-factor CCV models using 
a peer group consisting of all companies from the same industry sector as the tar-
get company. They find that common trailing CCV models have only modest pre-
dictive power if not adjusted for differences in e.g. sales growth or leverage. They 
conclude that this is the case because the ratios vary widely, especially for young 
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firms. However, valuation results based on forward CCV models are very accu-
rate. Additionally, the valuation accuracy increases with the age of the company. 

Baker and Ruback (1999) find that the valuation power of different bases of 
reference varies across industries in the USA. They suggest that this result arises 
from the existence of different value drivers for each industry. Furthermore, they 
conclude that using the harmonic mean rather than the median or the arithmetic 
mean is more appropriate to estimate the relevant multiple.  

Liu, Nissim and Thomas (2002) also focus on the valuation performance of dif-
ferent single-factor CCV models on the US stock market. They find that multiples 
based on forward earnings generally outperform multiples based on historical 
earnings. Moreover, earnings-based models have more valuation power than cash 
flow-based models or asset-based models. Using sales as the basis of reference de-
livers the least accurate valuation results. They also examine the performance of 
combined models such as the “book value/return on capital employed” ratio and 
cannot find any improvement in valuation accuracy as compared to the single-
factor models. 

Richter and Herrmann (see Richter and Herrmann, 2002; Herrmann, 2002) in-
vestigate both, the choice of appropriate bases of reference in single-factor models 
and the selection of relevant comparable companies. On the basis of an interna-
tional sample they find that using earnings as a basis of reference leads to more 
accurate valuation results than using book value, invested capital or sales. Fur-
thermore, their study reveals that industry membership based on SIC industry 
codes does not seem to be the most suitable criterion for selecting peer group 
companies. It is shown that a selection based on earnings growth expectations 
leads to significantly more accurate valuation results. 

Choudhary (2004) examines the influence of the accounting quality on the 
valuation model choice for the US market. It turns out that companies with high 
earnings’ quality can be more accurately priced with the PE or the PB ratio than 
companies with low earnings quality. However, companies with high cash flow 
persistence can be more accurately valued with CCV models that use cash based 
reference variables than companies with low cash flow persistence. 

In addition to these studies that mainly concern single-factor CCV, there are 
few examinations that deal with multi-factor CCV. All of these analyses focus on 
the joint use of substance-oriented and performance-oriented multiples. Cheng and 
McNamara (2000) evaluate the valuation accuracy of the PE and the PB ratio and 
an equally-weighted PE/PB-ratio. The major result is that the combined ratio re-
quires the fewest criteria to select comparable companies and outperforms both 
single-factor ratios. 

Beatty, Riffe and Thompson (1999) investigate the prediction power of differ-
ent valuation models to perform tax court valuations of private firms in the USA. 
Among several other ratios they apply a model in their empirical study that regres-
sionally determines the weights of book value of equity and earnings. They find 
that this model is preferable among all other combined ratios like the equally-
weighted median PE/PB ratio or the equally-weighted average PE/PB ratio. Fur-
thermore they show that in general common single factor models underperform 
the combined models. 
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5.3.2 Variable Definition and Methodology 

The research design of the pricing accuracy study is straightforward and largely 
corresponds to the design of previous studies. The analysis proceeds in two steps. 
In the first step, stock price predictions are calculated for each company in each 
year of the sample period. This is done by applying several single-factor and 
multi-factor models with different aggregation methods. One of the multi-factor 
models applied is the two-factor model that was derived in section 4.3.2. In the 
second step, the pricing error (i.e. the relative deviation of the predicted stock 
price from the actual stock price) for each firm, year and model is computed. 
Based on a comparison of the aggregated pricing errors, an assessment of the pric-
ing accuracy of each model is possible. As a matter of course, high pricing errors 
are a sign of low pricing accuracy and vice versa. 

The focus of this study is on models that use book value of equity and/or earn-
ings as reference variables. Thus, the following models are compared to the de-
rived two-factor model: the PE ratio, the PB ratio and an equally-weighted combi-
nation model of the PE and PB ratio, each with different aggregation methods. 
These aggregation methods are the arithmetic mean, the harmonic mean and the 
median. For technical reasons, these nine models can only be applied to compa-
nies – both the target company and the comparable companies – with a positive 
basis of reference (i.e. positive net income in the case of the PE ratio and positive 
book value of equity in the case of the PB ratio).213 Comparable companies are se-
lected – largely according to the practice-oriented selection approach – based on 
industry classification.214 An out-of-sample prediction is performed in order to de-
termine the stock price estimates, i.e. the predicted stock price of the target com-
pany is calculated based on the assumption that the actual stock price of the target 
is unknown. This is consistent with the proceeding in valuation reality. Following 
the recent literature (see Kaplan and Ruback, 1995; Liu et al., 2002; Choudhary, 
2005), each firm must have at least five comparable firms (with positive bases of 
reference) within a given year to be included in the sample. 

The stock price prediction equations for each of the nine models and the two-
factor model are shortly described below. First, the prediction of firm i’s stock 

price using the arithmetic mean aggregated PE ratio ( Arith,PEPRICEit
� ) is given 

by: 

                                                           
213  Contrary to that, the derived two-factor model can also be applied if the reference 

variables are zero or negative. However, this model has other restrictions, which are 
outlined below. 

214  For this analysis, industries are defined as groups of certain NACE classes. The clas-
sification is largely identical with that of Sofka and Schmidt (2004). For a list of all 
industries and NACE classes included in this study, see Appendix 7.3. 
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1
1

m PRICEit jtArith,PEPRICE NIit itjm NIit jt
= ⋅ ⋅∑
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⎛ ⎞
⎜ ⎟
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where PRICE jt  is the stock price of firm j CCit∈  at the last trading day in 

March of year t+1, CCit  is the set of comparable companies used for firm i for 

the year t, itm  is the number of companies in CCit , and NIit  resp. NI jt  is the 

net income of firm i resp. firm j for the year t. 
The prediction of firm i’s stock price using the arithmetic mean aggregated PB 

ratio ( Arith,PB
itPRICE� ) is expressed as: 
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where EQUTit  resp. EQUTjt  the book value of equity of firm i resp. firm j for 

the year t. The other variables are as defined above. 
The prediction of firm i’s stock price using the arithmetic mean aggregated, 

equally-weighted PE/PB ratio ( Arith,PEPBPRICEit
� ) is expressed as: 

( )1

2
Arith,PEPB Arith,PE Arith,PBPRICE PRICE PRICEit it it= ⋅ +� � �  (5.9) 

The prediction of firm i’s stock price using the median aggregated PE ratio 
( Median,PE

itPRICE� ) is given by: 

PRICE jtMedian,PEPRICE median NIit j itNI jt
= ⋅
⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟

⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

�  (5.10) 

where jmedian ( x )  means the median of x for all firms j CCit∈ . 
The prediction of firm i’s stock price using the median aggregated PB ratio 

( Median,PB
itPRICE� ) is calculated as: 

PRICE jtMedian,PBPRICE median EQUTit j itEQUTjt
= ⋅
⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟

⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

�  (5.11) 
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The prediction of firm i’s stock price using the median aggregated, equally-
weighted PE/PB ratio ( Median,PEPB

itPRICE� ) is expressed as: 

( )1

2
Median,PEPB Median,PE Median,PBPRICE PRICE PRICEit it it= ⋅ +� � �  (5.12) 

The prediction of firm i’s stock price using the harmonic mean aggregated PE 
ratio ( Harmonic,PE

itPRICE� ) is computed as: 
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The prediction of firm i’s stock price using the harmonic mean aggregated PB 
ratio ( Harmonic,PB

itPRICE� ) is given by: 
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The prediction of firm i’s stock price using the harmonic mean aggregated, 
equally-weighted PE/PB ratio ( Harmonic,PEPB

itPRICE� ) is expressed as: 
 

( )1

2
Harmonic,PEPB Harmonic,PE Harmonic,PBPRICE PRICE PRICEit it it= ⋅ +� � �  (5.15) 

The derived two-factor model (equation 4.13) has to be slightly adjusted to be 
applicable in this empirical study. Because of lack of data, expected future values 
of accounting variables are replaced by current values. This, however, does not 
reduce the explanatory power of the analysis. The predicted price of the stock of 
firm i using the derived two-factor model can be expressed as follows: 

 

( )1

1TWOFACTOR it it it
it it reo ,t it

reo ,t reo,ti t

NI d dPRICE d EQUT
EQUT −

⎛ ⎞⎛ ⎞ ⎛ ⎞
⎜ ⎟= + + ⋅Φ + σ ⋅ϕ ⋅⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟σ σ⎝ ⎠ ⎝ ⎠⎝ ⎠

�  (5.16) 

where � ( ) ( )
1

1 1 1d NI EQUTit itit it i t

−
= α − + β − ⋅ ⋅ −

⎛ ⎞⎜ ⎟
⎝ ⎠

�   

with � itα  and itβ�   
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being derived from a linear OLS-regression of those companies of CCit  that 

have 0 05ROE .≥  (with ROEt  defined as ( ) 1
1NI EQUTt t

−
⋅ − ),  

reo,tσ  is the five-year (unannualized) volatility of the CDAX calculated as 

5 52reo,t CDAX ,tσ = σ ⋅ ⋅ , where CDAX ,tσ  is the historical standard devia-

tion of the weekly market returns over a five year period ending at the last trad-
ing day in march of the year t+1,  

( )xΦ  denotes the cumulative standard normal distribution of x, and  

( )xϕ  denotes the standard normal distribution of x. 
 
After the computation of the price prediction for each model, the next step is 

the calculation of the valuation errors. According to the majority of the literature 
on pricing accuracy (see e.g. Alford, 1992, Choudhary, 2004, Dittmann and 
Weiner, 2005) the absolute percentage valuation error itAPVE  for each of the ten 
models described in equations 5.7-5.16 is calculated as follows: 

 

PRICE PRICEit it itAPVEit PRICE PRICEit it

ε −
= =

�
 (5.17) 

5.3.3 Results 

Table 25 presents mean and median absolute percentage valuation errors, as well 
as the lower and the upper quartile and the standard deviation for each of the ten 
models. The valuation errors are pooled across the sample period to obtain more 
stable results. In order to reduce the impact of outliers, all predictions that result in 
an absolute valuation error of more than 100% were excluded from the calculation 
of the distribution measures. This is also a reasonable step from an economic per-
spective since appraisers in valuation practice would not believe in valuation re-
sults that lack economic plausibility. 

Additionally, a Wilcoxon signed rank test – which is the non-parametric ana-
logue to the paired t-test – is performed. The test allows conclusions about 
whether the valuation errors differ significantly between valuation models. The re-
sults of this test are displayed in Table 26. The grey marked fields indicate that the 
line-median exceeds the column-median. 
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Table 25. Absolute percentage valuation errors of different CCV models 

Pricing modelsa Obser-
vations 

Lower 
quartile Median Mean Upper 

quartile 
Std. de-
viation 

PE (Arithmetic) 268 0.191 0.374 0.423 0.620 0.276 
PB (Arithme-
tic) 553 0.225 0.425 0.430 0.624 0.261 

PEPB (Arith-
metic) 

290 0.154 0.325 0.371 0.544 0.256 

       
PE (Median) 354 0.159 0.363 0.420 0.673 0.289 
PB (Median) 693 0.195 0.404 0.421 0.622 0.259 
PEPB  
(Median) 369 0.145 0.333 0.355 0.522 0.234 

       
PE (Harmonic) 378 0.198 0.432 0.450 0.686 0.284 
PB (Harmonic) 742 0.181 0.396 0.421 0.633 0.264 
PEPB (Har-
monic) 386 0.184 0.372 0.391 0.576 0.239 

       
TWOFACTOR 422 0.170 0.356 0.390 0.608 0.260 

a Absolute Percentage Valuation Error 
PRICE PRICEit it itAPVEit PRICE PRICEit it

ε −
= =

�
, 

where itPRICE� is calculated according to Equations 5.7-5.16. 
b Pricing models are as defined in section 5.3.2. 

The most striking result from this pricing accuracy analysis is that multi-factor 
models clearly outperform single-factor models, a result that is largely consistent 
with the findings of Cheng/McNamara (2000) and Beatty et al. (1999). The 
equally-weighted combined PE/PB ratios have the lowest median and mean APVE 
for each of the three aggregation methods. The derived two-factor model also ex-
hibits higher valuation accuracy than the PE ratio or the PB ratio alone, no matter 
which aggregation mechanism is applied for the two single-factor models. Of 
course, the differences between the derived two-factor model and the arithmetic 
mean-aggregated PB ratio as well as the median-aggregated PE ratio are not sig-
nificant, but that does not change the general statement. The better performance of 
multi-factor models is not surprising since a comparable company selection based 
on industry classification is by far more consistent with the principle of earn-
ings/book value-based multi-factor models than with that of the two single-factor 
models. 

An additional finding is that the derived two-factor model does not perform 
better than the equally-weighted combined PE/PB ratios. The pricing accuracy of 
the derived two-factor model is even significantly lower than that of the median- 
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Table 26. Wilcoxon signed rank test for equal valuation errors 

Pricing 
Mod-
elsa,b 

PE 
Arith 

PB 
Arith 

PEPB 
Arith. 

PE 
Med. 

PB 
Med. 

PEPB 
Med. 

PE 
Harm 

PB 
Harm. 

PEPB 
Harm. 

TWO 
FAC-
TOR 

PE 
Arith. 

- 0.42 0.00

*** 

0.36 0.01 

*** 

0.01 

** 

0.00

*** 

0.01 

*** 

0.30 0.06 

* 

PB 
Arith. 

 - 0.00

*** 

0.98 0.36 0.00 

*** 

0.08

* 

0.15 0.62 0.82 

PEPB 
Arith. 

  - 0.01

** 

0.00 

*** 

0.69 0.00

*** 

0.00 

*** 

0.00 

*** 

0.18 

PE 
Med. 

   - 0.06

* 

0.00 

*** 

0.00

*** 

0.02 

** 

0.59 0.15 

PB 
Med. 

    - 0.00 

*** 

0.97 0.20 0.00 

*** 

0.09 

* 

PEPB 
Med. 

     - 0.00

*** 

0.00 

*** 

0.00 

*** 

0.07 

* 

PE 
Harm. 

      - 0.59 0.00 

*** 

0.00 

*** 

PB 
Harm. 

       - 0.00 

*** 

0.01 

*** 

PEPB 
Harm. 

        - 0.17 

a p-values are reported; * (**, ***): significant at the two-tailed 10% (5%, 1%) level; grey 
marked fields indicate that the line-median exceeds the column-median. 
b Pricing models are as defined in section 5.7-5.16. 

aggregated equally-weighted PE/PB ratio. However, with respect to the other two 
combined PE/PB ratios the results are ambiguous: The arithmetic mean-
aggregated PE/PB ratio has a higher pricing accuracy while the harmonic mean-
aggregated PE/PB ratio has a lower pricing accuracy, but both differences are not 
significant.  

Apart from these findings no clear results can be derived from the examina-
tions. The PB ratio performs sometimes better and sometimes worse than the PE 
ratio, depending on the aggregation mechanism applied. Moreover, none of the 
aggregation methods demonstrated significantly more accurate valuation results. 

The key lessons from this analysis are the following: Multi-factor models based 
on book value and earnings outperform single-factor models, such as the PE and 
the PB ratio, if the set of comparable companies is selected based on industry clas-
sification. This is principally a strong argument for the two-factor model that was 
derived in section 4.3.2. However, a comparison of the multi-factor models re-
veals that the derived two-factor model cannot outperform simple equally 
weighted combined PE/PB ratios. This latter finding suggests that there is still 
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room for improvement of the two-factor model.215 The fact that no general state-
ment about the favourability of one of the two single-factor models – the PE ratio 
and the PB ratio – can be made, emphasizes the finding in section 5.2 that an as-
sessment about the valuation power of these two ratios is only possible if one con-
siders the specific valuation circumstances. 

                                                           
215  See section 4.3.2.5 for a discussion about the shortcomings of the two-factor model. 



 

6 Concluding Remarks 

The valuation of a company based on how similar companies are priced on the 
stock market is called the market approach to comparable company valuation 
(CCV). CCV is one of the most controversial approaches to business valuation. 
While it enjoys widespread popularity in valuation practice, most academics criti-
cize it because of alleged lack of theoretical foundation and oversimplification of 
the valuation procedure. This dispute is to a large extent due to a broad misunder-
standing regarding the economic implications of different CCV models as well as 
regarding how capital market theory fits into the CCV framework. As a result, this 
valuation approach is often misused in practice, and most theoreticians stick to 
technical details while loosing sight of the big picture: the determination of a cor-
porate value. The present study makes two contributions to the public discussion 
about CCV: 
(1) It adds to fill the gap between academics and practitioners on a theoreti-
cal basis. This is done in chapter 2 by describing how CCV fits into the whole 
company valuation framework. In this context, several value theories are pre-
sented, the differences – but also the similarities – between market price and cor-
porate value are discussed, a comparison with other valuation approaches is per-
formed, and some special aspects of the CCV process (such as the need for high-
quality accounting variables, the way reported variables can be adjusted, the ag-
gregation of the variables if more than one comparable company is used, and the 
consideration of premiums and discounts) are pointed out. 

In chapter 3, the two main tasks of CCV – as well as their determinants – are 
discussed in-depth: the comparable company selection and the valuation model 
choice. The first task, comparable company selection, is a function of the similar-
ity of companies and of the efficiency and pricing accuracy of the stock market. 
Several similarity criteria are presented for different valuation models and a broad 
overview of informational capital market efficiency is given. The second task, 
valuation model choice, is a function of the value relevance of the applied refer-
ence variables (the accounting figures that link the price of the comparable com-
panies to the target company), the future similarity between comparable compa-
nies and the target company, as well as technical restrictions inherent in certain 
valuation models. At the end of this chapter it is shown that both tasks are in no 
way independent from each other, but are closely connected and even interdigi-
tate. Finally a “solution package” for sound CCV is given. 

Chapter 4 contains a short overview of the valuation process of immediate 
CCV (i.e. CCV without a linking factor) and single-factor CCV (i.e. CCV with 
one linking factor – the price-earnings ratio is an example of single-factor CCV). 
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Part of this overview is a presentation of common mistakes that are made when 
performing single-factor CCV. Additionally, some light is shed on the biggest 
challenges that analysts and investors face when applying single-factor models. 
After that, some existing multi-factor models (i.e. models that use more than one 
linking factor) are explained. The main part of chapter 4, however, focuses on the 
derivation of a two-factor CCV model based on the book value of equity and earn-
ings. From a theoretical point of view, this model largely overcomes the problems 
associated with single-factor models. Additionally, it is applicable in practice. 
(2) Guided by financial and valuation theory, this study explores several spe-
cific topics of CCV on an empirical basis. On the one hand, this is done via three 
different surveys amongst financial analysts and institutional investors, each con-
ducted as part of the monthly Financial Market Survey performed by the Centre 
for European Economic Research (ZEW), Mannheim. These surveys concern the 
following topics: application of CCV in general, capital market efficiency in 2005, 
and the determination of long-term earnings’ growth rates. On the other hand, by 
using a large and quite representative sample of non-financial German companies 
that publish consolidated annual reports according to IAS/IFRS or US-GAAP and 
that were listed at the German Stock Exchange during the period 1998-2003, sev-
eral hypotheses about value relevance of accounting figures are tested (chapter 5). 
High value relevance is appreciable since this is the basis of a powerful valuation 
model and, thus, ensures high valuation accuracy. Various methodologies are ap-
plied here: A simple comparison of coefficients of determinationis followed by 
more sophisticated regression models. Finally, an innovative approach is applied 
in order to overcome a selection bias associated with two of the hypotheses. This 
innovative approach is called the matching estimator approach and its basic pro-
ceeding is the following: Point of origin is the situation where coefficients should 
be tested for significant differences between two heterogeneous groups of obser-
vations. In order to better deal with this heterogeneity, the matching estimator ap-
proach alters the nature of one of these two groups such that this group is virtually 
identical to the other group with respect to some ex ante defined variables. Assum-
ing that this set of ex ante defined variables covers most of the initial differences 
between both groups while it does not include the variable under consideration 
(the variable for which the coefficients should be compared between both groups), 
then any remaining differences can now be assigned to the variable under consid-
eration. In addition to the value relevance study, an examination of the pricing ac-
curacy of the two-factor model that was derived in chapter 4 is conducted. 

6.1 Implications for Business Valuation 

Despite the fact that formal theoretical derivations and empirical analyses make up 
a big part of the whole study, the focus is clearly on economic implications. The 
most important findings with respect to business valuation are listed below. 
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It has been discussed theoretically that: 
• The predominant aim of CCV is to assign potential market prices to a company. 

In this context, it is important to note that the terms “value” and “price” are not 
identical. However, under certain circumstances the market price of stocks can 
be seen as a substitute for the value of stocks. Whether this is the case depends 
on the specific valuation situation, the purpose of valuation and on how devel-
oped the stock market is.  

• CCV and direct valuation approaches (such as the discounted cash flow me-
thod) are very similar in their methodology. The big difference is that direct va-
luation approaches rely on individual forecasts of future cash flows where CCV 
relies on the market implied forecasts of these cash flows. The appraiser, how-
ever, still needs forecasting skills when performing CCV. The forecasting prob-
lem is shifted from explicit estimates of future business development of single 
companies (in the case of direct valuation) to the prediction of future similarity 
between the target company and the comparable companies. It is also highly 
important to note that the problems of investment comparability that are associ-
ated with direct valuation approaches are at least as severe as those associated 
with CCV – especially if the Capital Asset Pricing Model (CAPM) serves as a 
tool to determine the discount rate in direct valuations. This becomes clear 
when looking at the comparable investment in both cases. In CCV it consists of 
(existing) similar, publicly traded companies, while in direct approaches using 
the CAPM it consists of a combination of the riskless asset and the beta 
weighted (unobservable) market portfolio. Moreover, in the latter case the va-
lidity of the neo-classical view on capital markets must be assumed. 

• When determining the number of comparable companies, appraisers have to 
consider that the improvement of the pricing accuracy due to a higher number 
of companies usually comes at the cost of a decrease of the peer group quality 
due to potential imperfect substitutes. Similarly, appraisers that choose a lower 
number of comparable companies usually face fewer peer group quality risks, 
but the risk of pricing inaccuracies is higher. This dilemma is a major problem 
in the process of selecting comparable companies. 

• In order to accurately perform CCV, the comparable companies have to be si-
milar to the target company in many aspects. The pure reliance on “industry 
classification” as a comparability criterion – as is often done in valuation prac-
tice – is typically insufficient. This gives rise to the suggestion that there is a 
lack of adequate comparable companies in many valuation cases.  

• An important criterion for the usefulness of different CCV models is the value 
relevance of the reference variables (i.e. the accounting figures that serve as a 
linking tool). In this context, value relevance means how well the reference va-
riables explain stock prices and, thus, how well the reference variables are an 
indicator of future cash flows of the target company. 

• Enterprise CCV (i.e. valuation of the company as a whole) is – contrary to a 
popular view – not an appropriate approach to compare companies with perma-
nently different capital structures. However, if these differences in capital struc-
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tures are only temporary in nature, then enterprise CCV models might indeed 
yield more accurate valuation results than equity CCV models. 

• The price-sales ratio is – despite its popularity in valuation practice – not ba-
cked by financial theory since the numerator is an equity value and the denomi-
nator is an enterprise value. This offends against the principle of consistent de-
finition of valuation ratios, which is one of the underlying concepts in CCV. 

• The price-earnings-to-growth (PEG) ratio aims at eliminating the growth rate of 
financial benefits as a similarity criterion for the peer group and, thus, at com-
paring companies with different expected growth rates. However, it fails to do 
so. In fact, a sensitivity analysis shows that for high-growth company valuation 
the PEG ratio reduces the influence of the growth rate on the comparable com-
pany selection but does not delete it. Contrarily, when valuing low growth 
companies by using the PEG ratio, the influence of the growth rate on peer 
group selection is even aggravated. 

• CCV is not a magic bullet. It has to be thoroughly analysed case-by-case 
whether it can be applied or not. 

 
It has been shown both theoretically and empirically that: 
• The informational efficiency of the stock market is quite high. Not only many 

academic research studies support this view, but also a survey amongst finan-
cial analysts and institutional investors, which was conducted in order to figure 
out the state of informational market efficiency in Germany in 2005, empha-
sises this. However, markets are still far away from perfect efficiency and, thus, 
analysts have to consider the existence of some anomalies when performing 
CCV. In this context, it is important to note that CCV might still be a reason-
able valuation approach even if markets are not perfectly efficient, as long as 
the amount of information processed in direct valuation approaches is not supe-
rior to the information inherent in market prices. 

• The determination of the long-term growth rate of earnings is one of the most 
difficult tasks in business valuation. The results from a survey amongst finan-
cial analysts and institutional investors emphasize this. However, the proper 
performance of single-factor CCV models requires a set of comparable compa-
nies that has growth rates identical to the target. This dilemma clearly reduces 
the power of single-factor CCV models and calls for the derivation of new 
models that do not (or at least: not that much) rely on the growth rate as a com-
parability criterion. 

• Accrual-based financials (such as earnings) are on average slightly more value 
relevant than cash-based financials (cash flows). This means that accrual-based 
multiples are expected to yield more accurate valuation results than cash flow 
multiples (assuming that there is no lack of comparable companies). This is not 
– as sometimes mentioned – a contradiction to valuation principles, but rather a 
sign for the suitability of accrual accounting under IAS/IFRS resp. US-GAAP 
as a means of properly allocating future expected cash flows to the current pe-
riod. 
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• Free cash flows – both, to equity and to the firm – have very low value rele-
vance. This finding supports the hypothesis that current free cash flow is a bad 
predictor of future cash flows. In fact, it is not possible to differentiate between 
a low free cash flow due to a low operating cash flow on the one hand (which is 
a bad sign) and due to high investments on the other hand (which is usually a 
good sign because of the future expected benefits of these investments). As a 
consequence, single free cash flows are not very meaningful and, thus, free 
cash flow multiples cannot be regarded as an appropriate valuation model. 

• Sales are more value relevant than EBIT and of similar value relevance as 
EBITDA. This result is somewhat surprising since sales are expected to have 
the lowest value relevance among these three variables (because of the non-
consideration of the cost of goods sold). One explanation for this empirical fin-
ding is that sales multiples enjoyed a widespread popularity during the high-
tech boom and, thus, partly “drove” market prices. 

• A two-factor model that is based on the book value of equity and earnings, 
which considers a company’s option to abandon business or to reorganise, has 
some explanatory power for the German stock market. This is particularly em-
phasised by two empirical findings. First, it has been found that the shape of the 
model is as predicted (i.e. the price-book ratio is a convex function of the return 
on equity). Second, if the comparable companies are selected based on industry 
classification, the pricing accuracy of this model is higher than the accuracy of 
the price-earnings ratio or the price book ratio – no matter which aggregation 
method is applied. However, the derived two-factor cannot outperform a simple 
equally weighted price-earnings/price-book ratio model. 

• From a theoretical point of view, the major advantage of the two-factor model 
is that the long-term growth rate of financial benefits is no longer a comparabil-
ity criterion. In fact, the criterion “growth rate” is substituted here by the “per-
sistence of abnormal earnings”. Persistence, in turn, can be assumed to be equal 
for all companies of one industry. Therefore, the two-factor model can be seen 
as an improvement to classical single-factor models in that it has weaker simi-
larity requirements. Additionally, the model can conclusively assign positive 
stock prices to currently negatively performing companies, and allows depict-
ing expected future earnings development in an economicly sounder way than 
single-factor models (due to its methodological similarity to the Ohlson model). 
Furthermore, the model gives advice how earnings multiples and book value 
multiples can be combined. Nevertheless, its application is complicated and, 
thus, it cannot be expected that this model will become very popular amongst 
analysts. Particularly, the determination of the time to expiration of the embed-
ded option to reorganise the company is associated with problems. 

• Book value of equity and earnings have joint value relevance that is higher than 
the value relevance of each of these variables alone. Moreover, a simple 
equally weighted price-earnings/price-book-ratio model clearly outperforms the 
price-earnings ratio and the price-book ratio in terms of pricing accuracy if the 
comparable companies are selected based on industry classification. Thus, there 
is strong evidence that the joint application of book value multiples and earn-
ings multiples increases valuation quality. 
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• The value relevance of earnings is reduced and the value relevance of book va-
lue is increased for firms that operate in highly competitive industries compared 
to firms that do not. This suggests that book value multiples yield more accu-
rate valuation results when valuing companies in highly competitive industries. 
Likewise, earnings multiples are expected to yield more accurate valuation re-
sults when valuing companies in non-competitive industries. 

• The value relevance of book value is slightly increased for asset heavy (i.e. ca-
pital intensive) firms compared to firms that are not asset heavy. This suggests 
that book value multiples yield more accurate valuation results when valuing 
asset heavy companies than when valuing other companies. 

• The value relevance of earnings is reduced for firms that have high earnings-
adjusted creditworthiness compared to firms that are of poor earnings-adjusted 
creditworthiness. This suggests that earnings multiples yield more accurate va-
luation results when valuing a low-rated company than when valuing a highly 
creditworthy company, assuming both companies have the same level of cur-
rent profitability. 

• In general, companies trade at lower multiples if they operate in highly com-
petitive industries than in non-competitive industries. This is the case because 
industry forces drive future earnings to decline over time in competitive indus-
tries, which subsequently results in lower relative stock prices. 

• In general, companies trade at higher multiples if they have high creditworthi-
ness than if they are of low creditworthiness. This is the case because a high ra-
ting implies less financial risk, which subsequently results in higher relative 
stock prices. 

6.2 Implications for Future Research 

The findings of this study have implications for future theoretical and empirical 
studies about CCV. They can be summarised as follows: 
• Research about CCV can be conducted from many different perspectives. In 

fact it combines elements of accounting research, of finance but also of corpo-
rate strategy. Hitherto, many studies focus on just one of these branches of 
CCV research, and mask out the other ones. To overcome problems of biased 
conclusions, future research should rather follow an integrated, holistic ap-
proach. This will help to properly assess CCV as a valuation approach. 

• Multi-factor models have been extensively discussed in finance literature as a 
means of determining expected returns (both types: models that are derived 
from an equilibrium theory and purely empirical models). The standing of 
multi-factor models within the scope of CCV is, however, still very weak. Of 
course, practitioners apply multi-model approaches, but thus far there is no 
guidance on how to weight the results from each single model. To put it more 
precisely, the determinants of interaction of single-factor models are highly un-
known territory. Moreover, hitherto there are no (properly) theoretically de-
rived multi-factor models other than those that build on the Ohlson (1995) 
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model. Future research should deal with that topic both on a theoretical and an 
empirical basis. 

• There are several studies about CCV in general, for both, valuation model 
choice and peer group selection. However, there is a lack of empirical research 
that is conducted for specific valuation circumstances. In real valuation set-
tings, there is no “one size fits all” model and, thus, one model might work very 
well in a certain situation, but might totally fail to accurately assign a value in 
other situations. In order to provide practice-oriented research in the future, it is 
highly important to provide concrete guidance on when to apply which model 
for which companies. There are so many different valuation situations and the 
present study could shed light on but a few (valuation dependent on the degree 
of competitiveness of the industry, dependent on the creditworthiness of the 
company, and dependent on the asset heaviness of the company). Future re-
search should without doubt address this issue. 

• There is a need for high quality data in order to properly assess the pricing ac-
curacy of CCV models. In particular, this means that a longer sample period is 
necessary for future research in order to gain more observations for companies 
that publish financial statements according to IAS/IFRS or US-GAAP in Ger-
many – and especially to gain more variations over time. This will allow apply-
ing fixed-effects models in order to better take into account the unobserved part 
of firm heterogeneity. Additionally, if the focus is on valuation model choice, 
future research should use specified sets of comparable companies that are pro-
vided by investment banks. This will help turn the attention to the real points of 
interest. However, a major obstacle for CCV research is that these data are not 
readily available thus far. Hopefully, this will change in the near future. Finally, 
the accurate measurement of variables becomes a crucial task, especially if cer-
tain valuation circumstances have to be modelled. 

• The principle of the matching estimator approach can probably serve as a tool 
to select the comparable companies. Future research should take that possibility 
into consideration. 





 

7 Appendix 

7.1 Detailed Derivation of the Two-Factor Comparable 
Company Valuation Model 

To establish the functional relationship between the price scaled by book value of 
equity (PB) and the expected future return on equity (ROE), the expected maxi-
mum of the reorganisation value and the recursion value has to be computed: 

( )maxPB E V ,Vreo rec= ⎡ ⎤⎣ ⎦  

{ }max 1PB E ROE , ROE= + + ε α + β ⋅⎡ ⎤⎣ ⎦  

{ }max 1PB ROE , ROE f ( )d+∞= + + ε α + β ⋅ ε ε∫−∞ ε  

where ε is the normally distributed additive error with expectation value E[ε]=0 
and standard deviation σ[ε]=σreo ( N 0( , )reoε σ∼ ) and f ( )ε ε denotes its prob-
ability density function. 

( ) ( ) ( ) ( )1 1 1PB ROE ROE f ( )d,d d ,⎡ ⎤ ⎡ ⎤
⎣ ⎦ ⎣ ⎦

+∞= α + β ⋅ ⋅ ε + + + ε ⋅ ε ⋅ ε ε∫−∞ ε−∞ +∞
⎡ ⎤
⎢ ⎥⎣ ⎦

 

where ( ) [ ]
[ ]

1 i f
1

0 i f
,   a , b

:a ,b ,   a , b⎡ ⎤
⎢ ⎥⎣ ⎦

ε ∈
ε =

ε ∉

⎧⎪⎪⎨⎪⎪⎩
  

and the parameter d is defined as the realisation of ε which leads to investors’ in-
difference between recursion value and reorganisation value. It is obtained by set-
ting Vreo equal to Vrec and solving for ε which yields 

[ ] ( )1 1d V E V ROErec reo≡ − = α − + β − ⋅  

( ) ( )1dPB ROE f ( )d ROE f ( )dd
+∞= α + β ⋅ ⋅ ε ε + + + ε ⋅ ε ε∫ ∫−∞ ε ε  
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 ( ) ( )1dPB ROE f ( )d ROE f ( )d f ( )dd d
+∞ +∞= α + β ⋅ ε ε + + ε ε + ε ⋅ ε ε∫ ∫ ∫−∞ ε ε ε  

( ) ( ) ( ) ( )( ) ( )1 1d dPB ROE f d ROE f d f dd
+∞= α + β ⋅ ε ε + + ⋅ − ε ε + ε ⋅ ε ε∫ ∫ ∫−∞ −∞ε ε ε

 ( ) ( )( ) ( ) ( )1 1 1 dPB ROE ROE f d f dd
+∞= + + α − + β − ε ε + ε ⋅ ε ε∫ ∫−∞ ε ε  

Since ( )d

x
df x dx

−∞

⎛ ⎞= Φ ⎜ ⎟σ⎝ ⎠∫  and ( )
d

df d
+∞

ε
⎛ ⎞ε ⋅ ε ε = σ⋅ϕ⎜ ⎟σ⎝ ⎠∫  with ( )xΦ  

denoting the cumulative standard normal distribution of x, and ( )xϕ  denoting the 

standard normal distribution of x, the final function is expressed as: 

[ ]reo reo
reo reo

d dPB E V d
⎛ ⎞ ⎛ ⎞

= + ⋅Φ + σ ⋅ϕ⎜ ⎟ ⎜ ⎟σ σ⎝ ⎠ ⎝ ⎠
 . 

7.2 Proof of the Convergence of R2 

The following is proof of the convergence of R2 to 1 if the same random variable 
is added to the dependent and the independent variable in a simple linear regres-
sion model when using the ordinary least square (OLS) method, and if this added 
variable approaches infinity. 

In a regression equation where the stochastic variable zi , ∈i I :={1,…,m} is 
added to both the endogenous and the exogenous variable, i.e.: 

0 1( y z ) b b ( x z )i i i i i+ = + ⋅ + + ε  

with i ix , y , ∈i I  being stochastic and bound to finite terms, the coefficient of de-
termination R2 is defined as: 

( ) ( )( )
( ) ( )

0 1
2

2 1R 1 2
1

1 1

n
y z b b x zi i i ii

n n
y z y zi i i ii in

+ − − ⋅ +∑
== −

+ − ⋅ +∑ ∑
= =
⎛ ⎞
⎜ ⎟
⎝ ⎠

� �
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The regression coefficients are estimated as: 

( )( ) ( )( )
( )( )

( ) ( )( )
( )

cov11 2 var
1

n
y z y z x z x z y z , x zi i i i i i i iib n y zi iy z y zi ii

+ − + + − +∑ + +== =
++ − +∑

=

�  

and  

( ) ( )1 1
0 1

1 1

n n
b y z b x zi i i ii in n

= + − ⋅ +∑ ∑
= =

� �    , 

with ( )x z+  and ( )y z+  denoting the arithmetic means of   , i ix z i I+ ∈  and 

  , i iy z i I+ ∈ , respectively. 

If iz → ∞ , then 

( ) ( )( )lim cov var       ,y z , x z ( z ) ii i i i izi
+ + = ∀

→∞
⎡ ⎤⎣ ⎦  

and                   ( )lim var var      ,y z ( z ) ii i izi
+ = ∀

→∞
⎡ ⎤⎣ ⎦  

and thus         lim 11b
zi

i I

=
→∞

∀ ∈

⎡ ⎤
⎣ ⎦
�  ; 

Substituting 11b =�  into the equation that defines 0b�  yields: 

lim 00b
zi

i I

=
→∞

∀ ∈

⎡ ⎤
⎣ ⎦
�     . 

Since 1b�  approaches 1 and consequently 0b�  approaches 0 for iz → ∞ , the 
numerator of the fraction in the R2-equation approaches 0 as  zi  gets closer to in-
finity, and the denominator is positive as long as there is variation in zi. Thus, the 
whole fraction approaches 0 and consequently R2 approaches 1: 

                                         2lim R 1
zi

i I

=
→∞

∀ ∈

⎡ ⎤
⎣ ⎦  
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7.3 Industries Included in the Empirical Study 

Industry  
number 

Industry name NACE Codes 

1 Manufacture of motor vehicles 34, 35 

2 Medical, precision, and optical instrument 33 

3 Manufacture of machinery and equipment 29 

4 Chemicals/petroleum/life science 23, 24, 85 

5 Plastic/rubber 25 

6 Manufacture of electrical machinery 30, 31, 32 

7 Glass/ceramics 26 

8 Wood/paper/publishing 20, 21, 22 

9 Metal 27, 28 

10 Textiles and leather 17, 18, 19 

11 Manufacture of furniture, jewellery, sports 
equipment and toys 

36, 37 

12 Food and tobacco 15, 16 

13 Wholesale trade 51 

14 Retail and motor trade 50, 52 

15 Transportation and communication 60, 61, 62, 63, 
64.1 

16 Financial intermediation 65, 66, 67 

17 ICT services 72, 64.2 

18 Technical services 73, 74.2, 74.3, 
74.5, 93 

19 Consulting 74.1, 74.4 

20 Real estate activities and renting 70, 71 

21 Sporting and other business activities 92, 74.8 

22 Utilities 11, 40 

23 Construction 45 
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7.4 Descriptive Statistics 

7.4.1 Descriptive Statistics by Creditworthiness 

Mean (n=675) 
Standard devia-
tion in italics 

Original rating classes of Creditreformb 

Variablesa 1 2 3 4 5 6 

PRICE 31.8 
21.5 

19.1 
20.4 

8.8 
12.4 

5.8 
7.6 

- 1.4 
1.2 

EV 89.3 
78.2 

46.7 
63.6 

24.1 
41.9 

9.7 
9.1 

- 2.4 
2.0 

NI 2.2 
3.1 

0.9 
2.3 

-1.1 
4.0 

-1.4 
2.3 

- -2.3 
2.0 

EBIT 4.2 
6.2 

1.6 
3.6 

-0.9 
4.0 

-1.1 
2.1 

- -2.0 
1.9 

EBITDA 8.1 
9.7 

3.7 
7.0 

1.3 
7.3 

-0.2 
1.7 

- -1.2 
0.9 

SALES 73.3 
74.0 

45.3 
81.2 

22.7 
55.1 

9.1 
15.5 

- 1.1 
1.0 

FCFE 8.1 
13.1 

6.4 
14.0 

3.2 
18.2 

1.5 
4.4 

- 1.5 
4.9 

FCFF 9.5 
12.9 

5.8 
12.3 

2.3 
9.7 

0.4 
3.1 

- -0.6 
1.3 

CFO 5.3 
6.4 

2.9 
6.5 

0.5 
2.5 

-0.5 
2.2 

- -1.3 
1.0 

EQUT 20.2 
15.2 

12.3 
14.0 

7.4 
11.0 

5.0 
4.3 

- 2.0 
3.0 

TA 77.7 
83.6 

40.0 
63.4 

22.7 
45.2 

8.9 
4.3 

- 2.9 
3.6 

# Observations 101 270 230 66 0 8 

a Variables are as defined in section 5.2.1. 
b An overview of the Creditreform rating system can be found in section 1.2.3.2. 
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7.4.2 Descriptive Statistics by Industry Structure 

Mean (n=810) 
Standard deviation in italics 

Characterisation of industriesb 

Variablesa Competitive Neutral Not competitve 

PRICE 10.7 
14.4 

15.7 
18.7 

27.4 
22.9 

EV 24.8 
44.5 

33.5 
56.1 

82.4 
83.5 

NI -0.5 
3.3 

0.1 
2.4 

1.7 
3.8 

EBIT -0.1 
3.5 

0.7 
4.0 

3.3 
7.0 

EBITDA 1.7 
6.8 

2.1 
6.1 

7.1 
10.8 

SALES 22.7 
50.5 

33.0 
91.8 

68.7 
93.7 

FCFE 4.2 
16.0 

3.2 
7.5 

8.5 
15.3 

FCFF 3.3 
9.9 

3.4 
10.2 

9.5 
15.7 

CFO 1.1 
4.1 

1.8 
7.3 

5.1 
8.0 

EQUT 7.3 
10.3 

8.7 
20.5 

20.7 
17.5 

 

TA 21.3 
45.2 

26.5 
67.1 

75.8 
68.2 

# Observations 438 234 138 

a Variables are as defined in section 5.2.1. 
b Details about industry classification can be found in section 1.2.3.2 and in Appendix 7.3 . 
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7.4.3 Descriptive Statistics by Asset Heaviness 

Mean (n=928) 
Standard deviation in italics 

Nature of companyb 

 Asset heavy Not asset heavy 
PRICE 14.6 

17.4 
14.4 
18.1 

EV 40.8 
61.5 

33.8 
57.3 

NI -0.1 
3.2 

0.4 
3.4 

EBIT 0.6 
4.6 

0.6 
4.4 

EBITDA 3.0 
6.9 

2.4 
7.6 

SALES 27.6 
50.2 

38.5 
91.5 

FCFE 6.6 
18.2 

2.7 
6.1 

FCFF 5.4 
12.7 

3.0 
9.1 

CFO 2.1 
5.3 

1.5 
6.3 

EQUT 11.9 
14.8 

8.4 
16.0 

V
ar

ia
bl

es
a 

TA 38.0 
63.3 

27.8 
62.5 

# Observations 440 488 

a Variables are as defined in section 5.2.1. 
b Details about company classification can be found in section 1.2.3.2. 
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7.5 Annual R2 for Single-Factor Models  

All Observations - dep.var.: EV -  Centred R2
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Only Positive Observations  - dep.var.: EV - Centred R2
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Only Positive Observations (without Intercept)  - dep.var.: EV - 
Uncentred R2
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Only Positive Observations (without Intercept) - dep.var.: PRICE - 
Uncentred R2
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7.6  Adjusting Creditworthiness for the Impact of Earnings 

In order to overcome some of the problems that are potentially associated with the 
use of the ordinally scaled (strictly positive) dependent variable CRW (section 
5.2.3.2), a Box-Cox Transformation (Box/Cox 1964) is applied here as a tool to 
transform this dependent variable into a new variable such that this new variable is 
approximately normally distributed. This transformation probably better allows 
fulfilling the OLS-regression requirements. 

The transformation functional according to the Box-Cox approach has the fol-
lowing general form: 

( ) 1CRW
CRW

λλ −
=

λ
 

with ( ) ( )0
CRW ln CRW

λ=
=  

The main contribution of the Box-Cox approach is that the parameter λ  and 
the regression coefficients themselves could be estimated simultaneously using the 
method of maximum likelihood. Building on the concept presented in Table 6, the 
following regression equation is estimated: 

( )
1

NIitCRW bit itPRICEit

λ
= ⋅ + ε

⎛ ⎞
⎜ ⎟
⎝ ⎠

 

which yields the following results: 

 Coefficient z-value 
 

NI
PRICE

 -632.17 - 
 

λ  1.57 38.2***  

The association between CRW and ( )CRW
λ

 is illustrated in the figure below. For 
convenience, some graphs for classical values of λ  other than 1.57 are also plot-
ted. 
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Box-Cox Transformation of CRW
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Source: ZEW 

The earnings adjusted creditworthiness using the Box-Cox transformation 

( BOXACRW ) equals the residuals of the former regression model. It can be cal-
culated as follows: 

l ( ) l ( )1 57
1

632 171 1 57

.
CRWNI NIBOX itit itACRW CRW b .it it it PRICE . PRICEit it

−λ
= ε = − ⋅ = + ⋅

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 

The variable ACRWBOX  is now used to construct the dummy variable 

D4BOX . In order to maintain consistency with the dummy variable D3, the cut-
off rate to divide the sample into companies that are of “high earnings adjusted 
creditworthiness” and those that are not, is set such that the percentage of compa-
nies in both groups remain the same as under the dummy D3. Consequently, the 

new cut-off rate is at ACRW
BOX

=1,200. 
 
Thus, the dummy rule is: 
 

D4BOX = 1 if a company has a ACRWBOX 1, 200<  (i.e. high earnings ad-
justed creditworthiness) 

D4BOX = 0 if a company has a ACRWBOX 1, 200≥  (i.e. no high earnings 
adjusted creditworthiness) 
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Impact of box-cox earnings adjusted creditworthiness on the relative valua-
tion roles of book value and earnings 

Regression models (yearly dummies are not explicitly listed) 

0 1 2P b b EQUT b NIit it it it= + ⋅ + ⋅ + ε     

sub-sample:high adj. creditworthiness 

(A) 

0 1 2P b b EQUT b NIit it it it= + ⋅ + ⋅ + ε     

sub-sample: low adj. creditworthiness 

(B) 

4 40 1 2 3

454

BOX BOXP b b D b EQUT b D EQUTit it it it it
BOXb NI b D NIit it it it

= + ⋅ + ⋅ + ⋅ ⋅ +

+ ⋅ + ⋅ ⋅ + ε
 (C) 

Regression results a,b 
 Equation 

Variablesc (A) (B) (C) 
   Cook-Weisberg *** *** *** 
Intercept 22.00*** 28.91*** 25.58*** 
D4BOX    7.93*** 
EQUT 0.56*** 0.53*** 0.54*** 
NI 0.69 2.54*** 2.53*** 
D4BOX*EQUT   - 
   expected sign   positive 

D4BOX *NI   -1.88*** 
   expected sign   negative 
DY99 - - - 
DY00 -6.37* -15.14*** -12.51*** 
DY01 - -20.30*** -16.74*** 
DY02 -12.90*** -26.37*** -23.37*** 
DY03 - -21.68*** -17.73*** 
Adj. R2 0.332 0.527 0.498 
Incremental R2 
(NI given EQUT) 0 0.079 

 

Incremental R2 
(EQUT given NI) 

0.078 0.096  

Test EQUT: d 
H0: 1,Equation Xa 1,Equation Xbb b=  t-statistic : 0.26 

 

Test NI: d 
H0: 2,Equation Xa 2,Equation Xbb b=  t-statistic : -2.97*** 

 

a Coefficients are reported for the variables; * (**, ***): significant at the two-tailed 10% 
(5%, 1%) level. Standard errors are heteroscedasticity-corrected (White 1980); t-values are 
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standard normally distributed. 
b Only significant dummy variables are reported. Insignificant ones are dropped. 
c Variables are as defined in section 5.2.1 and 5.2.3. D4BOX =1 if company has a high earn-
ings adjusted creditworthiness, 0 otherwise. 
d Assumption: ( )cov b ;b 0Equation A Equation B =  

The dummy variable D4BOX and the new cut-off rate are used to test Hypothe-
sis 5.2 again. The results from the group comparisons and the model including 
dummy variables are reported in the table below. Obviously, the results are highly 
similar to the results presented in Table 17. This leads to the conclusion that the 
creditworthiness adjustment that is performed in section 5.2.3.2 is robust. 
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