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Abstract

Past studies have successfully shown that the level of anonymisation of scientific
use files (SUF) is sufficiently high to protect against disclosure attacks that use
data from traditional firm databases. However, with the increasing availability of
online data about firms, new challenges for the provision of SUFs arise. In this
paper, we therefore focus on a scenario, where an attack against the Mannheim
Innovation Panel SUF is performed using data from the Mannheim Enterprise Panel
and Mannheim Web Panel. We find that the disclosure risk of our attack is small and
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protection officers may use our findings when researchers want to publish SUFs.
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1 Motivation and Introduction

Empirical research in economic and social sciences requires information about
households and firms, which are collected by statistical offices and public or private
research institutions in form of microdata. This applies to both basic research and
evidence-based policy advice. European and German law (DSGVO and BDSG)
provide that microdata of households, individuals and firms from official statistics
are allowed to be passed on for scientific purpose only and if disclosure limitations are
in effect guaranteed. Hence, disclosure should not be possible without unusually high
costs and waste of time and energy. The same holds for data assembled by private
or public research institutes or universities, especially if confidentiality is promised
to the respondents. One problem that data providers ace when releasing micro-data
sets for researchers n the form of scientific use files (SUF) is the preservation of
confidentiality. Even business data are at risk because disclosure is more likely than
for personal data as additional information are easier obtainable and the population
size is substantially smaller.

Due to the steadily increasing availability of data on individuals and firms in
the Internet, data protection issues were discussed in the last decades. Lawyers as
well as computer scientists agree that data protection issues have to be faced with
when disseminating research data because data sets of individuals, households, and
firms can be easier disclosed when further information is available in the world wide
web. Disclosure (or de-anonymisation) of observational units (individuals or firms)
of SUFs are possible when relevant additional information on these units is (semi-)
publicly available and matching techniques are effective. These circumstances give
rise to reconsider traditional anonymisation techniques.1 Further, the new European
data protection law (EU 2018) postulates that providers of SUFs have to make
a risk assessment and to document anonymisation techniques when disseminating
individual data (compliance regulation).

Disclosure risk of firms in SUFs

This paper focuses solely on the dissemination of firm data SUFs and firms’ dis-
closure risk. Traditional methods to avoid disclosure which are used by the official

1Data protection involves techniques like pseudonymisation and anonymisation, which aim to
safeguard sensible information. In practice, various models within these frameworks are employed
to enhance data protection, e.g. differential privacy (Dwork 2008), k-anonymity (e.g. Samarati and
Sweeney 1998), uniqueness analysis (e.g. Bandara et al. 2020), l-diversity (e.g. Machanavajjhala
et al. 2007) and artificial intelligence (e.g. Yoon et al. 2020). On the attacker side, there are attack
methods such as probabilistic matching using linear optimisation or statistical models.
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statistics and further scientific data providers to produce firm data SUFs2 do not
take into account that disclosure risk may have risen a lot due to the availability of
these additional data. Further, mathematical and statistical algorithms, text ana-
lyzing software and machine learning techniques (“artificial intelligence”) to analyze
big structured and also unstructured data have been developed and improved so that
the probability of disclosing research data via additional public data increased. Ad-
ditionally, hardware capabilities (e.g. cloud computing infrastructure) are available
for a wider range of people which also simplifies disclosure.3

Besides considering disclosure risk of firm data SUFs, which are currently avail-
able, this study thinks through the possibility of combining existing research data
sets with publicly available firm information. In recent years, firm-level data are in-
creasingly enriched with publicly available data on firms such as data from websites
or other public data bases, in order to allow more detailed data analysis (Rammer
and Es-Sadki 2023). The linkage of individual firm data sets is beneficial when the
combined information opens up new research agendas and helps to answer research
questions which could not have been responded to with only a single data set. But,
combining SUFs with such external information results in a new form of disclosure
risk, since one part of the information included in the data set comes from publicly
accessible data bases.

This paper aims to assess how high disclosure risk is for SUFs that are enriched
with publicly available data. For this purpose, we use firm-level data from the
Mannheim Innovation Survey (MIP), which is the German part of the European
Commission’s Community Innovation Surveys that collect innovation-related data
from firms across Europe. For the MIP, which is designed as a panel survey and
conducted annually since 1992 (see Peters and Rammer 2023 and Section 3), the
ZEW4 has been offering SUFs to researchers for more than 20 years.

Adding publicly available information - ISO norm standards - to the
MIP SUF

To be concrete, we plan to generate a SUF, which combines an existing SUF of the
MIP of the survey year 2020 with an ISO norm indicator for the information security
management system standard. This additional information enables scientists, who

2An overview is found in e.g. Brand 2000; Gottschalk 2004; Höhne et al. 2003; Müller et al.
1991; Wirth 1992.

3However, the disclosure scenarios are purely hypothetical, as no incidents of SUF disclosure
attacks are known yet. Instead, the results of this paper should be primarily used by data protection
officers in their legal arguments when releasing data.

4ZEW - Leibniz Centre for European Economic Research in Mannheim
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are studying the innovation behaviour of firms, to measure the effects of this specific
type of organisational innovation on firm performance. To make this information
available, ZEW developed a web scraping and mining algorithm. We took advantage
of the fact that in recent years computer capability increased and thus demand for
microdata. Further, the world wide web and social networks handle with a big
amount of individual data which are quite easily retrievable for every internet user.
So-called web-scraping techniques were developed to search for specific information
on more or less each topic and gather them in an unstructured data conglomerate
(see e.g. Kinne and Axenbeck 2020; Kinne and Lenz 2021; Shigapov et al. 2021). To
make these unstructured data usable for empirical studies they must be transformed
into a usable, structured form. Kinne and Axenbeck (2020) and Kinne and Lenz
(2021) demonstrate how to measure firms’ innovation activities by using information
from firms’ websites. The authors describe the web scraping (or web mining) process
and the transformation method they apply for generating a structured database from
an unstructured source. The validity of their innovation indicator was evaluated and
the model was trained with data of the MIP.5

Further, Mirtsch et al. (2021) analyse the adoption of the international informa-
tion security management system standard ISO/IEC 27001 with the help of this
web mining approach. The output of our study is applied to this project when we
combine the constructed ISO norm indicator with the firm data of the MIP. This
can easily be done because the authors of the ISO norm project used the same
firm identifier as the MIP. This identifier originates from the firm data base of the
credit rating agency Creditreform which forms the basis of ZEW’s Mannheim En-
terprise Panel (MUP, Bersch et al. 2014). The MUP is the most comprehensive
micro database of firms in Germany and is also the sampling frame of the MIP.
The underlying study of Mirtsch et al. (2021) used firms’ internet addresses which
are part of the MUP. Therefore, we can be quite confident that we are observing a
significant proportion of firms that operate websites. We postulate that we observe
almost all firms that registered for a managerial ISO norm certificate. Mirtsch et al.
(2021) found a total of 47,919 firms that refer to at least one of the different ISO
managerial system standards on their website.

Combining their ISO norm indicator with the MIP yields a new research data set
with these additional publicly available pieces of information. This creates a growing
disclosure risk for the individual firms participating in the MIP survey. Therefore, it
is necessary to estimate the disclosure risk before disseminating the data to external

5The new approach has e.g. been applied for measuring the effects of the Corona pandemic on
firm behaviour, which was reflected on the firms’ websites (Dörr et al. 2022)
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researchers. We design different attack scenarios to disclose individual firms where
the MIP SUF is linked with external data: (a) the MUP and (b) the Mannheim
Web Panel which will be described in Section 3. Our approach uses graph theory
for solving the so-called bipartite matching problem. We calculate similarity scores
and use other heuristics to identify suitable candidates to disclose firms contained
in the combined MIP and ISO data set. Our results show that the provision of web
indicators in the MIP SUF increases the disclosure risk of firms in specific attack
scenarios, but the disclosure risk remains at a low level.

The remainder of this paper is structured as follows: In section 2 the related
strands of literature are summarised. Section 3 presents the necessary data sets.
Section 4 gives an overview of the methods. In Section 5, the results of the matching
are presented. Section 6 discusses our findings and presents paths for future work.
Lastly, Section 7 summarises and concludes this paper.

2 Related Literature

2.1 Research on firm data disclosure risk

Ronning et al. 2005 conducted one of the projects measuring disclosure risk for
firms in official firm data sets. Further, the project team developed anonymisation
techniques or adapted existing ones and found a trade-off between data protection
and data quality. Official firm data sets are available within the research data cen-
ters of the German official statistics system. Scientific-use-files can also externally
be used by researchers when firms’ micro data had been anonymised in such a way
that individual firms cannot be identified by the data users anymore. Common
anonymisation techniques were tested. Typically, the techniques aggregate or even
disturb information to avoid unique variable combinations which may facilitate dis-
closure of specific firms. Consider R&D-intensive pharmaceutical firms in a sparsely
populated rural area which could be identified if firm information were published
without applying anonymisation techniques. Different matching techniques were de-
veloped or existing ones were used to link the firms contained in these anonymized
scientific-use files with publicly available firm information in order to estimate their
disclosure risk (e.g. Gottschalk 2004; Höhne et al. 2003; Müller et al. 1991; Wirth
1992). The additional information about firms originated from commercial firm reg-
isters (e.g. Bureau van Dijk’s MARKUS). It became obvious that some previously
common applied anonymisation techniques had to be adjusted to ensure data pro-
tection issues on the one hand and to retain data quality on the other. Research
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data centers of official statistical offices in Germany applied the results of this studies
when generating scientific-use-files of firm data. Research data centers outside the
official statistics – e.g. ZEW-FDZ - also made use of the conclusions and adjusted
the generating process for firm data scientific-use-files. Ever afterwards, the amount
of firm information has increased steadily via the Internet. Hence, disclosure risk
for firms in scientific-use-files might have been risen, too.

More recent studies focus on other scenarios such as disclosure attacks on indi-
viduals (e.g., Carey et al. 2023; Dankar et al. 2012; Li et al. 2023; Rocher et al. 2019;
Sondeck and Laurent 2025), importers in foreign trade statistics (e.g. Favato et al.
2022), social networks (e.g. Lee et al. 2017), patient data (e.g. Benitez and Malin
2010), public platform data (e.g. Narayanan and Shmatikov 2006) or present a dis-
closure attack on anonymised texts using machine learning (e.g. Manzanares-Salor
et al. 2024). Others give an overview of the research field (e.g. Gadotti et al. 2024).

2.2 Graph theory and the bipartite matching problem

Graph theory is a part of discrete mathematics and theoretical computer science
(e.g. Bondy and Murty 1976; Diestel 2005). The basic principles go back to the
work of Leonhard Euler and the famous Königsberg bridge problem. Nowadays, the
field of social work analysis is also strongly related to graph theory as it often uses
graph theory as a fundamental (e.g. Scott 2017; Wasserman and Faust 1994). The
possible applications of graph theory are numerous and highly interdisciplinary.

The building blocks of graph theory are the so-called nodes and edges. The nodes
are capable to model a variety of entities, such as cities or firms. The edges model
relationships between the nodes, e.g. road connections or cooperations. There are
various special forms of graphs which are adapted to application examples, e.g. in
economics. For example, Breithaupt et al. (2023) model employee flows between
firms as graphs and create a Linked-Employer-Employee (LEE) data set. Similarly,
Abbasiharofteh et al. (2021) model firms and their relationships that are extracted
from hyperlinks on firm websites. However, there are many comparable studies.

Bipartite graphs are a special form of graphs as the nodes are divided into two
different types (Zha et al. 2001), e.g. firms in West and East Germany. A second
example could be two sets of firms that have a yet unidentified overlap. More gener-
ally, in this study we want to find a solution to a bipartite graph matching problem
(e.g. Doherr 2023; Riesen and Bunke 2009; Tanimoto et al. 1978). The objective
is to determine a good or optimal matching between two sets of nodes, whereby
additional constraints often have to be met. This type of matching problems is of-
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ten solved using methods from the field of linear optimisation (e.g. Padberg 1999).
Since we are interested in hard assignments between the node sets, the problem to
be solved is in the subarea of (mixed) integer programming (e.g. Greenberg 1971).

Unfortunately, the methods for the exact solution of the matching problem have
a high level of complexity. The complexity is usually described with the Big-O
notation (e.g. Knuth 2005), which is a specific case of the more general Bach-
mann–Landau notation. The required run-times to solve matching problems are
often very high and usually belong to the complexity class NP (e.g. Ladner 1975).
Therefore, they can often not be solved with integer programming in a timely man-
ner, e.g. in the case of very large bipartite graphs. For this reason, so-called heuris-
tics are used. These aim to solve difficult problems well, but not optimally. For
example, constraints may be broken or the maximum value of the objective function
may not be reached (e.g. Gilli and Winker 2009). There are various heuristics for
bipartite graph matching, e.g. based on a reduction to a minimum cost flow problem
(Schwartz et al. 2005).

Our paper makes a contribution to the firm data disclosure risk literature by using
a novel web-based data set and methods from computer science and mathematics.
By that, we provide research data centers and legislative bodies with helpful and
up-to-date information on the underlying risks when publishing scientific-use-files.

3 Data

In the following, the MUP data (Section 3.1), MWP data (Section 3.2), MIP
data (Section 3.3), as well as some data insights (Section 3.4) are presented.

3.1 Mannheim Enterprise Panel (MUP)

The Mannheim Enterprise Panel (MUP) is a long-running panel data set on
business activity in Germany (Bersch et al. 2014). Almost all economically active
German firms are included in the MUP, e.g. about 3.1 million in 2023. The MUP
data are provided by Creditreform (Creditreform 2024), which is a German credit
rating agency. The data are utilised in a variety of studies, e.g. the Mannheim
Innovation Panel and Mannheim Web Panel. Firms with less than five employees
are discarded because they are not part of the MIP. In this study, we use the MUP
data for the year 2019, i.e. the processed firm data are available for about 2.5 million
firms. Each firm has several characteristics: We use the number of employees, NACE
codes, and district identifiers. Missing employee counts are filled with data about the
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firm from the previous and following three years. Firms with less than five employees
are neglected in the subsequent steps. The NACE code is used to determine the
industry sector (21 groups), the employee count is implemented to identify size
classes (3 groups) and the district identifier is used to determine whether the firm
is located in East or West Germany (2 groups). Missing rates are varying, e.g. data
on employee counts are more often missing. The MUP is selected for this study as
comparable data sets, such as ORBIS, are accessible by the public using a fee-based
licence (BVD 2024). ORBIS and MUP share firm identifiers because they both stem
from Creditrefrom.

3.2 Mannheim Web Panel (MWP)

The Mannheim Web Panel (MWP) has been collected since 2018 (ZEW 2024b).
For this purpose, a subset of the complete MUP is used. The subset contains firms
with data on the firm websites. We have access to the website texts and selected
meta data of the websites, e.g. hyperlinks, languages, timestamps, errors, and ti-
tles of sub pages. We create six types of indicators: First, we use a digitalisation
indicator that was trained on news articles from four providers and then applied on
the firm websites. The digitalisation scores lie between zero and one (Axenbeck and
Breithaupt 2022). Second, we create an East/West Germany indicator. For this,
we look at all five-digit numbers on the firm websites and examine whether they
might be postcodes from the West or the East of Germany. The result indicates
the percentage of postal codes from the West. However, this approach is a simple
heuristic and does, therefore, not claim to be error-free. Third, we generate an in-
dustry indicator using the texts on firm websites. To do this, we search for keywords
associated with each industry. So far, we only search for a list of industry-specific
German keywords. Since matches can be found for different industries, we stan-
dardise the result per firm by dividing with the total number of keyword matches.
This results is an indicator between zero and one and the industry variables sum
up to one per firm. Forth to sixth, we search for ISO codes, R&D activity and
indications of internationalism on the firm websites. If at least one of the keywords
per indicator is found, then the binary indicator is set to one. Seventh, we use a
real-valued web-data based indicator measuring the product innovativeness of firms
(Kinne and Lenz 2021). The processed data are available for about 1.1 million firms
in 2020 (in total, there are 1.7 million firms in the MWP for the year 2017). Table
A.1 gives an overview of the firm characteristics derived from the MWP data and
details on their extraction.
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3.3 Mannheim Innovation Panel (MIP)

We use a scientific use file (SUF) of the Mannheim Innovation Panel (ZEW
2024a). The MIP SUF refers to the year 2019 and makes use of the questions about
digital business models that were so far only included once in the survey. The data
set comprises data about 5,500 firms and is anonymised using different methods so
that the data can be made available to researchers outside of research data centres.
The following anonymisation techniques are used in the data set: a) error overlay,
b) reporting of intensities and ratios, c) truncating, d) grouping, e) aggregation of
information, and f) non-disclosure of information. In addition, users of the MIP
scientific use file get access to a documentation file. The anonymisation techniques
are described in more detail in Appendix A.5. A description of the MIP variables
for product innovation, digitalisation, industry, R&D, employees, internationalism,
Eastern/Western Germany, and the web-based ISO code indicator are presented in
Table A.2. The SUF is the target file (or estimation sample) that should be disclosed
by an attacker using data from the MUP and MWP. For this purpose, the eight MIP
SUF variables are used in a matching approach using different data accessibilities
(Case 1: MWP, Case 2: MUP, and Case 3: MWP and MUP). By doing so, we
simulate attackers with different levels of data access.

3.4 Bringing the data sets together

Firms in the MIP, MWP and MUP share an identifier, i.e. the crefo identifier
assigned by Creditreform. However, the identifier has been deleted from the MIP
SUF as one part to assure anonymity. The venn diagram data (Table 1) presents the
observation counts of the data sets and their intersections. MIP data are neither
completely part of the MWP nor the MUP. Reasons for the differences are that
firms do not have a publicly accessible websites or are not listed as economically
active in the MUP. Further, only a subset of the MIP observations is part of the
MWP and MUP (4.1 thousand). Next, we show firm characteristics of the MIP
SUF observations to validate that all types of firms are part of the data set (all
industries, etc.). Appendix A.3 shows the summary statistics of the MIP SUF,
MUP, and MWP data. Missing data are filled with mean values or uniform data to
allow a matching between the data sources. The industry and firm size classes of
the MIP are calculated for the MWP and MUP using the same definition. The MIP
data covers firms with at least 5 employees and the following industries: mining,
manufacturing, energy and water supply, disposal, wholesale trade, transport and
postal services, information and communication, financial services, and business-

8



Data Set Observations Explanation
MIP 5.5 thousand MIP SUF data set for 2019 (survey 2020).
MWP 1.1 million MWP data set for 2020 (1.7 million).

About 1.4 million of firms have texts. 1.5
million firms marked as German.

MUP 2.5 million MUP data set for 2019 (1.2 million firms
fall into industries and firm siz groups sur-
veyed in the Mannheim Innovation Panel).

MIP ∩ MUP 4.9 thousand The match between both data sets was not
possible for some firms, e.g. because of
different data collection time points.

MIP ∩ MWP 4.1 thousand Some MIP firms have no websites or the
match between both data sets was not pos-
sible, e.g. the identifier has changed.

MWP ∩ MUP 0.7 million Some MUP firms have no websites or the
match between data sets was not possible,
e.g. different observation time points.

MIP ∩ MWP ∩ MUP 4.1 thousand All of the explanations above apply.
Table 1: Number of observations in the data sets (MIP, MWP, and MUP) and
their respective intersections. The presented intersections are identified using a

match based on the website URLs of firms and are not known to attackers.

related services. However, retail trade, construction, and consumer-oriented services
are not part of the sampling frame. The different industry shares of the total sample
lie between 2 (industry: glas) and 9 (industry: transport) percent. Most of the firms
have less than fifty employees and only ten percent have at least 250 employees.
Most of the firms are located in Western Germany and 34 percent were product
innovators within the last three years. The average digitalisation score is 30 percent
and about 19 percent of the firms mention at least one of the relevant ISO codes on
their website. Almost half of the MIP firms have international business activities.
The MWP data set describes a large share of firms in the German economy. There
are some differences to the MIP estimation sample for the industries and other
characteristics (see Kinne and Axenbeck 2020; Kinne and Lenz 2021). For example,
larger differences are found for the ISO code indicator, i.e. 12% for the processed
MWP data vs. 19% in the MIP SUF. One explanation is the different composition
(regions, industries, firm sizes, etc.) of the MIP SUF and the MWP data. The
MUP data set is representative for Germany because almost all firms are included
(Bersch et al. 2014). In summary, the presented statistics appear plausible and the
data from the MUP and MWP can be used for an attack on the MIP.
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4 Methods

This section presents the calculation of similarity scores for firms (Section 4.1),
and heuristics for the selection of suitable candidates (Section 4.2).

4.1 Calculation of similarity scores

Every firm x has a set of characteristics x1, ..., xk that consists of natural and real-
valued numbers, e.g. the number of employees or the industry affiliation. Categorical
variables are 1-hot encoded (a set of binary dummy variables is created) so that they
can be represented with vectors consisting of numbers. For each firm, the list of
characteristics is transformed to a vector x = (x1, ..., xk)

T so that we can compare k

firm characteristics for pairs of firms. Some firm characteristics exist for the MIP as
well as for the MUP firms making comparisons across data sets possible. However,
the data source and sources for errors of the characteristics might be different. For
example, the MIP employee count is recorded in the annual survey (ZEW 2024a).
The employee count in the MUP is determined by Creditreform (Creditreform 2024).

Similarity functions measure the likeness of two firms, modelled with the two
firm-specific vectors x and y. The similarity score is usually real-valued, positive,
and between zero and one. In our case, we use the well-established cosine similarity
to measure the angle between the two vectors (e.g. Pedregosa et al. 2011). The
closer the angles between two vectors are to each other, the more similar are the
cosine similarity scores (see Equation 1). As a result, the scores can be calculated
for pairs of firms within one or across two data sets, e.g. MIP and MUP. The scores
are used as an indication of whether two firms in different data sets describe the
same firm. Furthermore, we also experiment with the Manhattan, Mahalanobis
and Euclidian distance measures. Since we calculate distances instead of similarity
measures, we have to reverse the scale of the functions (e.g. V. Kumar et al. 2014).

Cosine(x, y) =

∑n
i=1 xi ∗ yi√∑n

i=1(xi)2 ∗
√∑n

i=1(yi)
2

(1)

4.2 Selection of suitable candidates

We use a bipartite graph to model the data about firm similarity. In this paper,
the set of nodes consists of two disjoint sets V1 and V2 (see e.g. Diestel 2005). First,
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the MIP firms and, second, the MUP firms6. The edges between two nodes and their
weights represent the pairwise similarity score, i.e. wx,y for the nodes (or firms) x

and y. Figure 1 shows an example of a bipartite graph. The graphs that we consider
in the subsequent analysis are significantly larger. Furthermore, the node set of the
MUP firms is considerably larger. The different node colors illustrate the disjoint
sets consisting of MIP or MUP firms. For each node in the red node set, all scores
in combination with the blue nodes are calculated. Because a high similarity score

Figure 1: Bipartite graph (example): Red nodes refer to MIP firms; blue nodes
to MUP firms. Edge weights are modelled as the edge thicknesses. The figure was

created with "yED graph editor" (https://www.yworks.com/products/yed).

between one MIP firm and a large number of MUP firms might be calculated, the
similarity scores can be standardised (optional). These might be firms with widely
distributed characteristics in the German population of firms. To do this, we divide
the edge weight of a each MIP node by the sum of all edge weights adjacent to that
node (see Equation 2). By doing so, we penalise high and ambiguous similarity scores
between one MIP firm and many MUP firms. As a side effect, the edge weights for
each MIP node in V1 sum up to exactly one making the interpretation of the results
in some cases easier. Further changes can be made to favor other graph properties,
e.g. favoring links to certain industries because we know the distributions of the
MIP and complete population of German firms.

wx,y =
wx,y∑

z∈V2
wx,z

;x ∈ V1, y ∈ V2 (2)

Next, we want to find the best or at least a good assignment between nodes of the
6The MWP firms are a subgroup of the MUP. Hence, we generalize the description of the

matching procedure. The procedure is repeated by using only MWP firms, hence, with additional
information stem from web scraping.

11



set V1 and V2 by using the bipartite graph as a foundation for the optimisation. For
this, a linear optimisation problem needs to be solved. An overview on this research
field is provided by Papadimitriou and Steiglitz (1998). More specifically, we need to
solve an integer programming (IP) problem, because either an assignment between
two nodes should take place or not. Solving the problem is NP-hard and, therefore,
usually associated with long run times to find the optimal solution. Equation 3
presents the formal definition of the IP problem. We try to find the edges that
maximise the sum of edge weights. The variable ex,y indicates if an edge is selected
and takes the values zero or one, i.e. edges are either selected or not (constraint 1).
By that, we avoid soft or fuzzy assignments, i.e. assignments between both node
sets modelling probabilities. By adding this constraint, the problem is not solvable
using methods like gradient descent. Further, we make sure that for each node of V1

exactly one adjacent edge leading to V2 is selected (constraint 2). Not every node of
V2 needs to be linked to a node of V1 (constraint 3). This translates to a assignment
of the MIP firms to one MUP firm each, but not every MUP firm needs to be linked
to a MIP firm. In doing so, we implicitly assume that there are no duplicates within
the two node sets. The case that a MIP firm cannot be linked to the MUP is not
explicitly modeled at this point. Instead, it is possible to eliminate assignments in
a subsequent step that do not meet minimum standards.

max
∑

x∈V1

∑
y∈V2

wx,yex,y

so that:
(1) ex,y ∈ {0, 1}
(2)

∑
x∈V2

ej,x = 1; ∀j ∈ V1

(3)
∑

x∈V1
ex,i ∈ {0, 1}; ∀i ∈ V2

(3)

Solving the IP is difficult because of the size of the graph and required computing
power. Therefore, we use two simple heuristics that determine an approximation to
the optimal solution. However, we can not calculate a lower bound for the quality
of the approximation. Algorithm 1 presents the pseudo code for the first heuristic.
First, the similarity scores W are sorted in descending order and an empty list for
the matches R are created. Second, we loop over the ordered list of similarity scores
and iteratively choose the largest similarity score Wi. We take the edge and store it
in the result list. After that, we delete all edges from W that start in the node x of
V1 or end in the node y of V2. The heuristic yields results that fulfill the constraints
1 to 3, but might not find the maximum sum of the edge weights. Algorithm 2
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presents the pseudo code for the second heuristic. The heuristic selects the highest
weight wx,y for the MIP firm x. If there are multiple hits of the same quality, we
select the oldest MUP firm y. This fulfills constraints 1 and 2, but an MUP firm
can be assigned to several MIP firms, i.e. condition 3 is not fulfilled.

Algorithm 1 Heuristic to solve IP problem (greedy algorithm).
W = {wx,y|x ∈ V1, y ∈ V2}.
Sort W descending.
Create empty result list R.
for Wi ∈ W do

Assume that Wi refers to the entry wx,y (x ∈ V1, y ∈ V2).
Store wx,y in R.
Delete the entries {wx,m|m ∈ V2} and {wm,y|m ∈ V1} from W.

end for
Return R.

Algorithm 2 Heuristic to solve IP problem (best matching oldest firm).
W = {wx,y|x ∈ V1, y ∈ V2}.
Keep for each firm x the highest wx,y and store them in R.
If multiple wx,y exist for an firm x (same score), keep the entry for oldest firm y.
Return the filtered set R consisting of assignments.

Figure 2 presents the result of the heuristic, i.e. a visualisation of the selected
edges. For reasons of clarity, the edge weights are not shown in the figure. The edges
correspond to the content of the list R. In this example, each node from V1 was
connected to a node from V2 by means of an edge. The weights were maximised using
one of the two heuristics, but the edge sum does not have to be the global maximum.
Opportunities for model extensions are, for example, to add a minimum similarity
score and to weaken constraint 2. For this, we have to adjust the constraints of the
IP, so that not every node from V1 necessarily gets assigned a node from V2.

5 Results

Before we match the MIP to the MUP data, we define the importance of firm
characteristics. By doing so, we assign a higher or lower importance to the variables.
We assign a high importance to the industry, ISO-code, and location (East/West).
Medium importance is assigned to the employee count. The other variables receive
a low importance. We implement this by multiplying the variables with 1 (low im-
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Figure 2: Selected matches (example): The red nodes refer to MIP firms; blue
nodes to the MUP firms. Edge weights are not shown. The figure was created

with "yED graph editor" (https://www.yworks.com/products/yed).

portance), 2 (medium importance), or 3 (high importance) before matching. This
is similar to scaling the respective dimensions of the vectors. The variable impor-
tance can also be modified if necessary. For computational reasons, not all similarity
scores can be calculated. We restrict the calculations to plausible subsets of can-
didates. For a MIP SUF firm in a certain industry, only candidates that are with
at least a twenty percent probability in the same industry are considered. Next, we
consider three cases for the firm matching: (1) only the MWP, (2) only the MUP
and (3) both the MUP and MWP data. Depending on the case, we use different
variables and data sources for the matching. Table 2 shows the utilisied variables
by case. Case 1 and 2 are straightforward because only one data source is used.
Case 3 makes use of MWP and MUP data. The ISO code, the internationalism,
product innovation, R&D as well as digitalisation indicator are based on the MWP
data. The other variables rely on the MUP data (see brackets). The industry and
Western/Eastern Germany indicators exist in the MUP and MWP data.

Cases Variables
Case 1: MWP ISO Code, Industry, Digitalisation score, R&D, Product in-

novation, Internationalism, West/East Germany.
Case 2: MUP Industry, West/East Germany, Employee count.
Case 3: MUP & MWP ISO Code (MWP), Industry (MUP), Employee count

(MUP), West/East Germany (MUP), Internationalism
(MWP), Product Innovation (MWP), R&D (MWP), Dig-
italisation score (MWP).

Table 2: List of variables differentiated by cases (MWP, MUP, MUP and
MWP). The three cases represent the attackers’ access to the firm-specific data.

Table 3 shows the results of the attack using the cosine similarity function and
(not) performing a standardisation of the similarity scores. The number of correct
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matches between the MIP SUF and the MUP firms is small and lies between 0 and
21. Our success rate increases when data from additional sources, such as the MUP,
are included. The number of correct matches is larger than the results of a baseline
model that uses a random selection of MUP firms as matching strategy, i.e. about
5, 448 of 2, 500, 000 ≈ 0.002 firms of the MIP SUF would be disclosed. If we do not
standardise the similarity scores, the results improve slightly. The second algorithm
provides in all cases better matching results. The results also do not improve in the
MWP case if the East-West variable is neglected. The summary statistics show a
particularly large difference for this particular variable. Table A.4 shows the results
if individual variables are discarded. This highlights the relevance of firm character-
istics in the disclosing procedure. Firm size and the East/West indicator appear to
be the most important. The ISO indicator and the international orientation of the
firms are in the middle of the field. Digitalisation and R&D activities have hardly
any effect. The inclusion of data for product innovation activity is apparently even
counterproductive in the disclosing of firms.

A similar pattern emerges when we reduce the number of MUP candidates using
a filter. We take advantage of the fact that the MIP survey only contains active
firms with at least 5 employees and certain industries are not covered. By doing
this, we reduce the size of the candidate list. The results indicate that only few
firms are identified in the MUP. The disclosure risk is not explicitly shown in the
following table because the numbers are similar to the main results of our paper.

Setup of the data attack Correct matches in target data set
MUP

Cases Standard. Algorithms N Percent
MUP No Algorithm 1 3 0.06%
MWP No Algorithm 1 0 0.0%
MUP&MWP No Algorithm 1 21 0.39%
MUP Yes Algorithm 1 2 0.04%
MWP Yes Algorithm 1 1 0.02%
MUP&MWP Yes Algorithm 1 9 0.17%
MUP No Algorithm 2 5 0.09%
MWP No Algorithm 2 0 0.0%
MUP&MWP No Algorithm 2 16 0.29%
MUP Yes Algorithm 2 5 0.09%
MWP Yes Algorithm 2 1 0.02%
MUP&MWP Yes Algorithm 2 11 0.2%

Table 3: Matching results for three cases and the baseline model. The results
are based on the cosine similarity. Baseline: Pick MWP/MUP firms at random.
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In the next step, we vary the level of uncertainty by considering not only the
best candidate but a sorted list of the best MUP candidates per MIP firm. Figure 3
shows the results for candidate lists of increasing sizes. Candidate lists consist of the
MUP candidates with the X highest scores for each MIP SUF firm. As expected,
the percentage of correct matches in the list increases with the size of the candidate
list. The candidate list of size one is strongly related to the results from Table 3.
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1
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Consider X candidates with highest similarity score.
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or
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ct

M
at
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).

Figure 3: Size of candidate lists vs. correct matches (%). Setup: MUP and
MWP features (Case 3), cosine similarity, no standardisation. Reading help: We
find the correct match in 2.62% of the cases in top 10 candidate list per MIP firm.

Finally, we consider the problem that the number of candidates could be fur-
ther reduced by skillful filtering or using external data. For this purpose, we create
synthetic MUP data of different sizes. The data sets contain all firms of the MIP
estimation sample and a variable number of other MUP firms that are randomly se-
lected. Figure 4 shows the size of the MUP candidate list in relation to the matching
score. If the candidate list is reduced, then the matching result is substantially bet-
ter. From 1,000 additional MUP candidates onwards, it becomes apparent that the
quality of the matches decreases rapidly. The most left dot is strongly related to a
search restricted to the MIP SUF and the most right dot corresponds to a search
on the entire MUP. Our findings are comparable with results in Table 3 (case 3).

The results can be partly explained by the fact that the characteristics of firms
are not or only partially sufficient to separate them in the MIP SUF. For example, if
all firms are grouped according to the characteristics with a high or medium weight
(industry, ISO code, employee count, and East/West Germany), then only less than
one percent of firms are alone in a group. In the other cases, the matching is, by
definition, ambiguous. The described problem is mitigated by firm characteristics
with low weights, but these are also much more prone to errors or uncertainties
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Figure 4: Size of MUP data set vs. correct matches. Setup: MUP and MWP
features (Case 3), cosine similarity, no standardisation. Reading help: We find

the correct match in 1.4% of cases if we search in 104,900 MUP firms.

because they are calculated on MWP data. MUP data has the same problem, i.e.
almost no group contains only one firm. Therefore, the exact match of one MIP SUF
firm to one MUP firm is, in many cases, not possible by definition. One possible
way of solving this problem is to expand the set of firm characteristics, e.g. using
external data. In summary, our proposed matching approach can not be used to
disclose a large share of the MIP SUF in a third party data set such as the MUP.
Our results hold for disclosure attacks using information from the MUP and MWP.

6 Discussion and Future Work

In addition to the anonymisation efforts for the SUF, the other data sets presented
also have various types of inaccuracies or errors that make matching between the
data sets even more difficult. For example, in the MUP certain information such as
the number of employees is often missing or partly approximated. Handling missing
values is a large problem and different methods were tested to tackle this issue,
e.g. removing the observations or imputing zeros, sample averages or uniform data.
Firms usually report very positively about business activities on their websites. One
well-known example is corporate greenwashing or overstating digitalisation efforts
(e.g. Vos 2009). The time delay in recording the observation is another source of
error. Survey data in the MIP relates to the last three years and website information,
on the other hand, are snapshots of the most current state.

Furthermore, we only consider one specific attack scenario. This cannot provide
a comprehensive and conclusive assessment of the actual risk, but rather serves as
a guide. Strictly speaking, the study only provides a lower bound for the disclosure
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risk. However, our starting point is quite good, as we know exactly which data sets
form the basis of the MIP SUF and thus enable the construction of a high-quality
data set for the matching. Such high-quality data are not available for all SUFs.
In addition, previous studies were also unable to determine an exact upper bound
for the disclosure risk. Furthermore, the attacked data set plays an important role.
Some data sets are very specific, which might severely limit the search space and
generally facilitates the quality of the results. The disclosure risk for personal data
might be different, as the pool of candidates is often larger. Another dimension that
has not yet been considered is the fact that some SUFs might be available as a panel
which could change the disclosure risk.

Our paper brings up the question of a reasonable trade-off between anonymisation
and dislosure risk. Ideally, researchers should be provided with realistic data without
risking the disclosure of larger parts of the data. Our paper gives evidence that the
anonymisation level could possibly be reduced (at least for certain groups of firms).
We showed that not all firms in the data set are subject to a notable disclosure risk.
Larger firms and companies from the manufacturing industry are most frequently
disclosed. Immediately, the question arises whether these groups of firms should be
anonymized to a greater extent and others to a lesser extent. However, the aspiration
to totally avoid disclosure would disproportionately destroy the quality of the data.
Hence, in our view, a certain degree of uncertainty should be accepted.

Future work consists of two fields. First, defining a smaller subproblem covering
fewer firms that can be solved exactly using the integer programming methodology.
Second, an attack against the use of the differential privacy (e.g. Kearns and Roth
2019) searching for a better trade-off between anonymisation and disclosure risk.

Our paper makes a contribution to the disclosure risk of firm data literature by
using MUP and MWP data to disclose MIP SUF firms. By that, we provide research
data centers and legislative bodies with helpful and up-to-date information on the
underlying risks when publishing scientific use files. However, there is still plenty of
potential for future research. This includes further data sets from which additional
attributes can be extracted for the matching or other matching approaches, e.g.
based on machine learning or using other similarity measures.

7 Conclusion

In this paper, we perform a disclosure attack against the Mannheim Innovation
Panel (MIP) SUF using data from the Mannheim Enterprise Panel (MUP) and
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Mannheim Web Panel (MWP). In a carefully selected set of data attack scenarios,
we show that there is only a low disclosure risk, even if additional information from
firms’ websites is added (here: ISO norm indicator). In all presented cases, less
than half a percent of firms are disclosed. The risk changes slightly if data from the
MWP are considered in addition to MUP data. Hence, large-scale disclosure is not
possible without unusually high costs and waste of time and energy. Thereby, our
paper makes a contribution to the firm data disclosure risk literature and provides
research data centers and legislative bodies with helpful and up-to-date information
on the underlying risks when publishing scientific use files in the future.
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A.1 Feature Generation from the Mannheim Web Panel

Indicator Description
Digitalisation Digitalisation indicator using labeled news articles and firm web-

sites (Axenbeck and Breithaupt 2022).

East / West Check leading numbers of five digit numbers (= postal codes) on
websites. Regular expressions:

• West: ’ 2[0-9][0-9][0-9][0-9] | 3[0-8][0-9][0-9][0-9] | 9[0-7][0-9][0-9][0-9] ’
• East: ’ [0-1][0-9][0-9][0-9][0-9] | 39[0-9][0-9][0-9] | 98[0-9][0-9][0-9] | 99[0-9][0-9][0-9] ’

Industry Regular expression checking the text on websites for industry key-
words. Regular expressions:

• energie|bergbau|mineralöl
• nahrungsmittel|getränke|tabak
• textil|bekleidung|leder
• holz|papier
• chemie|pharma
• gummi|kunststoff
• glas|keramik|stein
• metall
• elektro
• maschinenbau
• fahrzeugbau
• möbel|spielwaren|medizintechnik|reparatur
• wasser|entsorgung|recycling
• großhandel|grosshandel
• transport|post
• medien
• edv|telekommunikation
• finanz
• fue|forschung und entwicklung|f&e
• unternehmensberatung|werbung
• unternehmensdienste

ISO code Regular expression checking for different ISO codes:

• 9001, 14001, 27001, 50001, 13485 (see Mirtsch et al. 2021)

R&D Regular expression checking for R&D keywords:

• fue|forschung und entwicklung|f&e|r&d|research and development

Internationalism Regular expression checking the text on websites for keywords in-
dicating internationalism:

• ausland|international

Innovation Innovation indicator based on firm website content (see Kinne and
Lenz 2021).

Table A.1: List of firm characteristics extracted from MWP data.
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A.2 Anonymisation and Aggregation of the Mannheim Inno-

vation Panel

MIP SUF
variables

New variable Description Anonymisation
method

pd Innovator MIP 2020. We use the original
MIP data.

None.

gmdig1, ...,
gmdig8

Digitalisation MIP 2020. Recode data (none
to 0, low to 1, middle to 2,
high to 3). Sum up gmdig
variables for each firm; divide
by the maximum sum.

None.

branche Industry MIP 2020. The NACE codes
are aggregated to 21 indus-
tries.

Aggregation of
NACE codes.

fueint, fueext R&D MIP 2020. If at least one MIP
SUF variable is larger than
zero, set R&D variable to one;
otherwise zero.

None.

exs Internationalism MIP 2020. Truncation.

gk3n Firm size MIP 2020. Firm counts are
grouped to three classes.

Aggregation
of employee
counts.

ost East / West MIP 2020. The firm locations
are aggregated to binary East-
West data.

Aggregation of
location data.

iso_norm ISO code Extension of MIP 2020. The
indicator is extracted from the
MWP data by searching for
the iso codes 9001, 14001,
27001, 50001, and 13485 (see
Mirtsch et al. 2021).

None.

Table A.2: List of original and processed firm characteristics of the extended
MIP SUF 2020 data set.
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A.3 Summary Statistics of the MIP SuF, MUP and MWP

Variable name mean std min max
Digitalisation score 0.296330 0.220190 0.000000 1.000000
East Germany 0.353520 0.478110 0.000000 1.000000
Firm size: 50-249 0.264130 0.440910 0.000000 1.000000
Firm size: <50 0.634540 0.481600 0.000000 1.000000
Firm size: >= 250 0.099300 0.299100 0.000000 1.000000
ISO code 0.185200 0.370160 0.000000 1.000000
International 0.4563451 .4981425 0.00000001.000000
Product innovator 0.342330 0.474530 0.000000 1.000000
R&D 0.353710 0.478160 0.000000 1.000000
Industry: Consulting 0.054150 0.226330 0.000000 1.000000
Industry: Electronics 0.063140 0.243240 0.000000 1.000000
Industry: Metal 0.076360 0.265590 0.000000 1.000000
Industry: Rubber 0.032670 0.177790 0.000000 1.000000
Industry: Chemistry 0.033410 0.179710 0.000000 1.000000
Industry: Energy 0.040570 0.197300 0.000000 1.000000
Industry: Finance 0.037810 0.190760 0.000000 1.000000
Industry: Firm services 0.055070 0.228130 0.000000 1.000000
Industry: Food 0.044970 0.207260 0.000000 1.000000
Industry: Furniture 0.064240 0.245210 0.000000 1.000000
Industry: Glas 0.022760 0.149150 0.000000 1.000000
Industry: IT 0.043690 0.204410 0.000000 1.000000
Industry: Machinery 0.040200 0.196440 0.000000 1.000000
Industry: Media 0.049010 0.215910 0.000000 1.000000
Industry: R&D 0.060390 0.238230 0.000000 1.000000
Industry: Textile 0.034510 0.182550 0.000000 1.000000
Industry: Trade 0.038180 0.191650 0.000000 1.000000
Industry: Transport 0.085540 0.279700 0.000000 1.000000
Industry: Vehicle 0.024050 0.153200 0.000000 1.000000
Industry: Water 0.066260 0.248760 0.000000 1.000000
Industry: Wood 0.033040 0.178760 0.000000 1.000000
Table A.3: Summary statistics of Mannheim Innovation Panel (MIP) scientific

use file. The data set consists of 5.5 thousand observations.
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Variable name mean std min max

East Germany 0.159400 0.345000 0.000000 1.000000
Firm size: 50-249 0.019380 0.137860 0.000000 1.000000
Firm size: <50 0.193550 0.395080 0.000000 1.000000
Firm size: >= 250 0.003960 0.062830 0.000000 1.000000
Industry: Consulting 0.062460 0.242000 0.000000 1.000000
Industry: Electronics 0.006200 0.078490 0.000000 1.000000
Industry: Metal 0.016390 0.126960 0.000000 1.000000
Industry: Rubber 0.002540 0.050360 0.000000 1.000000
Industry: Chemistry 0.002230 0.047120 0.000000 1.000000
Industry: Energy 0.010240 0.100670 0.000000 1.000000
Industry: Finance 0.041320 0.199040 0.000000 1.000000
Industry: Firm services 0.088010 0.283300 0.000000 1.000000
Industry: Food 0.009590 0.097450 0.000000 1.000000
Industry: Furniture 0.013910 0.117100 0.000000 1.000000
Industry: Glas 0.003310 0.057410 0.000000 1.000000
Industry: IT 0.034820 0.183330 0.000000 1.000000
Industry: Machinery 0.006540 0.080620 0.000000 1.000000
Industry: Media 0.012580 0.111470 0.000000 1.000000
Industry: R&D 0.030560 0.172130 0.000000 1.000000
Industry: Textile 0.003820 0.061680 0.000000 1.000000
Industry: Trade 0.065440 0.247310 0.000000 1.000000
Industry: Transport 0.043780 0.204590 0.000000 1.000000
Industry: Vehicle 0.001900 0.043560 0.000000 1.000000
Industry: Water 0.003800 0.061540 0.000000 1.000000
Industry: Wood 0.007080 0.083850 0.000000 1.000000
Table A.4: Summary statistics of Mannheim Enterprise Panel (MUP). The data

set consists of 1.2 million observations. Some variables have missing values.
Industry and firm size numbers do not add up to one because of missing values.
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Variable name mean std min max

Digitalisation 0.234370 0.140630 0.000840 0.926620
East Germany 0.556750 0.353260 0.000000 1.000000
ISO code 0.122660 0.328050 0.000000 1.000000
International 0.359920 0.479980 0.000000 1.000000
Product Innovation 0.269180 0.142520 0.038260 0.901070
R&D 0.063540 0.243930 0.000000 1.000000
Industry: Consulting 0.173000 0.238290 0.000000 1.000000
Industry: Electronics 0.085120 0.155820 0.000000 1.000000
Industry: Metal 0.026050 0.092260 0.000000 1.000000
Industry: Rubber 0.020260 0.068820 0.000000 1.000000
Industry: Chemistry 0.016680 0.070010 0.000000 1.000000
Industry: Energy 0.044670 0.120640 0.000000 1.000000
Industry: Finance 0.052620 0.140460 0.000000 1.000000
Industry: Firm services 0.005990 0.015810 0.000000 0.564100
Industry: Food 0.026520 0.098220 0.000000 1.000000
Industry: Furniture 0.056340 0.144200 0.000000 1.000000
Industry: Glas 0.105310 0.196440 0.000000 1.000000
Industry: IT 0.016660 0.066410 0.000000 1.000000
Industry: Machinery 0.011050 0.047240 0.000000 1.000000
Industry: Media 0.047290 0.119880 0.000000 1.000000
Industry: R&D 0.013650 0.061440 0.000000 1.000000
Industry: Textile 0.028090 0.103060 0.000000 1.000000
Industry: Trade 0.008800 0.037360 0.000000 1.000000
Industry: Transport 0.117920 0.206320 0.000000 1.000000
Industry: Vehicle 0.006820 0.023550 0.000000 1.000000
Industry: Water 0.072040 0.155590 0.000000 1.000000
Industry: Wood 0.065140 0.151750 0.000000 1.000000
Table A.5: Summary statistics of Mannheim Web Panel (MWP). The raw data

set consists of 1.0 million observations. Some variables have missing values.
Industry and firm size numbers do not add up to one because of missing values.
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A.4 Discarding Firm Information

Discarded variable Number of matched firms

ISO indicator 10
Employee count 7
East/West Germany 11
Product innovator 20
Digitalisation 16
Internationalism 15
R&D 10

Table A.6: Matching results for seven robustness checks that discard firm
information. One variable is removed in each case/row. The industry variables

can not be removed because of the search space reduction method. Setup:
Algorithm 1 and without standardisation, i.e. best setup from main results.
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A.5 Anonymisation Techniques in Case of the Mannheim In-

novation Panel

Scientific-Use-Files are factually anonymised data sets that allow researchers to
work with ZEW data outside the ZEW-FDZ, at their home institutions. Factually
anonymised means that the data sets were manipulated in such an extent that re-
identifying the surveyed participants would require an excessive amount of time,
money and work (§3(7) BDSG). It is thus predictably impossible to re-identify firms
or persons when using scientific-use-files. Different processes are used to achieve a
low re-identification risk for individual firms. These processes depend on the type
of variable and imply “destroying” or “corrupting” information in the dataset. These
processes are:

Disturbance by a multiplicative error: In this method, the value specified
by a firm is multiplied by a random number. This random number represents a
firm-specific, time-invariant constant, i.e. each randomised variable is multiplied by
the same number. This guarantees that the firm can no longer be recognised by the
absolute figures it provides. This procedure was used for the turnover data and for
data on the number of employees (in full-time equivalents). However, the quotient
of these two variables (turnover per full-time employee) remains unchanged.

Reporting of intensities and ratios: All other quantitative variables are
shown in relation to turnover or employees (in the case of training costs in relation
to total personnel costs). These intensities or ratios are then listed in the data
set. For example, total innovation expenditure, R&D expenditure, foreign turnover,
investments, personnel costs and material costs are shown in relation to turnover,
while the number of R&D employees and employees by qualification structure are
shown in relation to the number of employees. The proportions of the various types
of innovation expenditure are shown in relation to total innovation expenditure (in
intervals). If required, users can calculate (randomised) absolute values or other
intensities such as R&D expenditure per employee by conversion.

Truncation of intensities: In individual cases, firms may exhibit "extreme"
intensities, e.g. an R&D intensity of 25%. In order to prevent firms from being
re-identified by these intensities, these extreme cases, which are rarely found in
the population, were truncated. Depending on the distribution of the respective
intensities, different upper limits were used. For example, the upper limit for R&D
intensity (R&D expenditure/turnover) is 0.15. If a firm has an R&D intensity of
0.25, the R&D intensity is truncated to 0.15. To allow the user to recognise that
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the respective variable has been truncated, an additional variable was included in
the data set to indicate the truncation.

Grouping: For some variables, only the interval in which the characteristic
values of the firms lie is specified (by means of an ordinal variable).

Aggregation of information: Information is summarised or coarsened in a
new characteristic value.

Non-disclosure of data: Some sensitive information is not included in the
scientific-use-files, e.g. information on tax incentives for R&D.
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