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Abstract

This paper examines the impact of the Dutch R&Rdisncentive program, known as WBSO, on
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covering the period 1996-2004 with firm-specific R&ser costs varying with tax incentives. Using
the estimated user cost elasticity, we examineirtipact of the R&D incentive program. We find
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1. Introduction

Just as for investment in physical capital, ecomotheory predicts that the user cost of R&D is a
primary determinant of a firm's decision to invdst R&D. Governments often rely on fiscal
incentives to lower the user cost and thereby d#taubusiness R&D. Market failure in providing
firms with sufficient incentives to do R&D often rses as the economic justification of such

government programs, which often involve substabtidgets.

Few studies have established the effectivenesswadrgment R&D fiscal programs using the user cost
approach with firm-level data. Most of the avaietdvidence comes from the research using US
Compustat data. Hall (1993) is one of the firstdets of the effectiveness of US Research and
Experimental Credit in stimulating firm R&D. Usiren unbalanced firm panel for the eighties she
obtains a short-run elasticity of R&D flow of -Ot8 -1.5 and a long-run elasticity of -2.0 to -2.7.
There have been few studies using firm-level datather than US countries to estimate the usdr cos
elasticity of R&D. In an early study of Canadiamis, Bernstein (1986) estimated a short-run
elasticity of R&D stock of -0.13 and a long-rungleity of -0.32. By taking a ratio of the chandero

the value of the R&D stock and the change of th& ob production resulting from a change in tax
policy, he obtains 0.80 dollars in additional R&8r each dollar of tax expenditure. Dagenais et al.
(2002) use an unbalanced panel of Canadian firnestimate a generalized Tobit model with fixed
effects to measure the responsiveness of R&D stoik price. They find a weakly significant short-
run elasticity of R&D stock to its user cost of3®0.and a significant long-run elasticity of -1.0%he
long run elasticity is 15 times higher than thershon elasticity in their study due to a large and
highly significant dynamic effect. By comparing them of government reimbursement streams and
additional R&D flows due to tax incentives, theynctude that one dollar of government R&D
support yields 0.98 in additional R&D. Mairesse avdlkay (2003) estimate an error-correction
model on a long panel of French companies to etalihe effect of tax credit on R&D capital stock.
They find a short-run elasticity of R&D with respeg the tax credit portion of the user cost o#110.
and a large long-run elasticity of -2.33. They theelatter to obtain that 1% increase in the ratevo

credit would lead to 0.46% increase in the dedt&® capital for French firms doing R&D.

The other existing evidence is based on aggregdte @f those studies based on a user cost of R&D,
Hines (1993) and Mamuneas and Nadiri (1996) olfeid stock elasticity of around unity. Bloom
et al. (2002) using a panel of data for nine OE©@Dntries obtain a smaller, but still significartios-

run R&D flow elasticity of -0.14 and a long-run stli@ity of -1.09. A critical discussion of the taf

the art in this literature is provided by Hall arah Reenen (2000).



In this paper we aim to add to this growing literatby examining the impact of the R&D incentive
program (the so called WBSO Axibn R&D capital formation in Dutch firms. A firgtvaluation of
the effectiveness of WBSO was conducted by Broueteal. (2002) using data from two cross-
sections of 1996 and 1998, and regressing busR&Bson lagged WBSO disbursements. They find
that a Euro of tax support for R&D yields slightlyore than one Euro (1.02) in additional R&D. In
our empirical analysis we take a factor-demand @it using a new, rich, firm-level unbalanced
panel dataset covering 1996-2004, constructed ftmenannual R&D surveys, production statistics
from the Central Bureau of Statistics and R&D tacentives data from SenterNovem, the
administrative agency in charge of R&D tax inceasivThe richness of the merged dataset allows us
to construct R&D price indexes and year- as welfiras-specific R&D user costs as a function of
R&D tax incentives. By constructing both marginatdaaverage user cost indexes we aim to model
different scenarios of firms’ response to policyanges. Our firm-specific data allows a good
measurement of the user cost by providing sufftci@mniation in the indexes in both the cross-sectio

and time dimensions to improve the measurememiteoéffects of the fiscal incentives program.

Our dynamic R&D factor demand model inspired byrdko, Fazzari, Meyer (1999) and Mairesse
and Mulkay (2003) is based orC&S technology and a partial adjustment mechangenapply it to

estimate the elasticity of firm R&D capital formai to its user cost. We consider a number of
different specifications with various lag-structsir@lowing for computation of both short- and long-

run effects.

Precise estimation of the user cost elasticity &DRcapital stock is important in evaluating the
effectiveness of subsidy programs. In this studycemduct such evaluation using a usual cost-benefit
analysié by comparing the extra firm R&D induced by thedntive program to its cost to the
government. Our structural modeling approach allag/i$o perform a number of policy simulations to
examine the cost-benefit of the overall incentivegobam and some of its components. The ability to
perform policy experiments gives the user-cost thatrictural model an advantage over the recently
popular matching estimator approach, which doederat itself easily to policy experiments and in

most applications is based on cross-sectional data.

Y WBSO is an acronym for The Wage tax and Social fasce Act (Wet bevordering speur - en
ontwikkelingswerk) introduced in 1994 to stimulatsearch and development in the Netherlands. 15200
the Dutch government spent about 400 million EwwnsVBSO.

2 Hall and Van Reenen (2000) point out that thera s&®cond (more difficult to implement) approach
to evaluate the effectiveness of tax credit schewtgish requires a comparison of “the marginal ratur
of private R&D at societal level to the opportundgst of using the extra tax dollars in another gy
456).



The rest of the paper is organized as follows. i&e@ lays out our modeling approach. Section 3
describes the way we have assembled our datadetxatains how we have constructed the variables
used in the empirical analysis. Section 4 presemtempirical results. We discuss several regrassio
specifications, leading to our preferred speciftwat We also discuss a number of alternative
specifications and the robustness checks that we Iparformed. In section 5 we measure the
effectiveness of the tax credits in stimulating R&the Netherlands. Finally, Section 6 concludies.

two appendices we explain in detail the constractibthe user cost of R&D for the Netherlands and

the difference between the present study and thaky $or the Ministry of Economic Affairs (2007).

2. Empirical mode

This section outlines the model that we use in @éhgirical analysis. We take the approach of
Chirinko et al. (1999), Hall and van Reenen (2060 Mairesse and Mulkay (2004), and start from a

CES approximation to the true production function:

Qi = R(Ki, Xi)) = ABK + A= B) X177 @

where Q, stands for outputK,, for the end of period R&D stocKX,, for the other inputs, angd(a
scale factor),5 (the distribution parameter), (a measure of the returns to scale) are parantetbes
estimated that characterize the technology, asagett that enters the expression for #iesticity

of substitution @) between R&D stock and the other inputs and ismiby o =1/(1+ p) = 0. If we

assume that the R&D stock becomes immediately mtoduand there are no adjustment costs or
other sources of lagged adjustment, and staticotaiens on prices and output, we obtain the first-

order condition of the profit maximization
@plv), ~plvie ~(p*D) _
V it - 14 i l/Kit P _UR,it/ pQ,it (2)

Solving this equation for the optimal long-term R&ck yields:

K = AQS (Ui / Poi) ™ 3)



. o,l , . :
where A is a constant and = o +—(— —1). Notice that the exponent of output is equal tif 1
vV o

returns to scale are constant or if the elastiotysubstitution is equal to 1 (a Cobb-Douglas
technology). Equation (3) expresses the optimaladehfor R&D capital in terms of its price (the user
cost) relative to the price of output, and the waduof output. By taking the logarithm of both siadds
(3) and denoting the log of variables by smalkettwe obtain:

k; =a+(g+(1-0)/v)qg, - J(UR,it - pQ,it) . (4)

The volume of output and the output price are diffi to measure at the micro level. What is
generally done is to use industry-level prices. €liminate the need to observe individual output
prices, we introduce an output demand equation withstant price elasticity, so as to obtain a
formulation involving nominal output, following thexample of Klette and Griliches (1996), also
adopted by van Leeuwen and Klomp (2006) and Magresel Mulkay (2003). We assume that the

enterprise faces a demand curve given by

— F)Q,it -
Qit _Qn( p j (5)

It

where Q,, is the industry demand arfg, the industry pricén periodt, ande is the price elasticity

in absolute valueq > 0). If we invert the demand function (5) we can writ
Poit = Q. "*Q/*PR, (6)
The resulting industry-price deflated output is

Ve = Py Qu/ R = QY Q7

and the demand function can also be written as

Q. =V Q" (7)



where 1 = (1-1/ £) 'is the price markup over marginal cost in impertamnpetition.

If, after taking logs, we plug (6) and (7) into,(d)e get

kl: =atey - U(UR,it Y ,it) T it (8)

whereg =0 + u(l-o)/v,andy = 1- u)(L-0o)/v. The resulting expression gives the steady-state

relationship (in logarithms) between a firm’s ominR&D stock, its real output, its user cost relati

to the industry price, and the industry output

Equation (8) depicts a long-run relationship. Masmpirical studies have shown that there are
adjustment costs associated with the accumulafitimecstock of R & D (having to do with setting up
and organizing the research team, financing thggtcor elaborating a research program). It iglgos
to adjust the stock of knowledge too quickly aneréfiore the optimal investment outlays depend on
the shape of the adjustment cost function. Otheoprétical models justify a dynamic formulation (i.e
with lagged terms) of the investment equation oa MHasis of the existence of various lags in

perception, decision-making, and implementatiomeéstment projects.

The exact expression for the optimal path of R&Dpenditures, derived from an inter-temporal
optimization problem depends then on the assumptioade regarding the adjustment cost function,
the “time to build”, and the process underlying &xpectation formations. Such structural models are
theoretically appealing but practically not veryveeding. To quote Hall and van Reenen (2000, p.
460) “Structural investment models for physical italphad a poor record of success in empirical
testing whether of g-models, Euler equations orlMbanchard variety. Although various attempts
have been made to estimate these more structurak foone have been conspicuously successful.”
An alternative, more flexible, strategy is to sfasim a more ad hoc dynamic formulation or to hed t

data reveal the dynamic formulation without spéanifithe essence of the dynamics.

To introduce a parsimonious long-run relationshiliowing the estimation of short-term and long-
term effects of the user cost of R&D and indireafytax credits on R&D, several approaches have

been used in the literature. One is to adopt asregitessive distributed lag (ADL) specification dad

% Notice that the industry output disappears fromatipn (8) when eitheg =1(Cobb-Douglas
technology) ory =1 (perfect competition). Parametgr equals 1 if eithew =1 or 4 =1 andv=1
(constant returns to scale).



express a resulting equation in an error-corredfitit) form. This model is estimated by Jaumotte and
Pain (2005) and Mairesse and Mulkay (2003). Becabifiee individual effect in (8), there would still
be a problem of endogeneity in the resulting ECaiqu and at least the lagged endogenous variable
would have to be instrumented. A simpler approgaken by Bloom, Griffith and van Reenen (2002)

Is to make equation (8) dynamic by introducingggkd dependent variable term.

Another way to introduce dynamics in the relatiopstf R&D to its user cost is to consider that the

investment in R&D of period t is the result of a&tjments in the desired stocks of many preceding

periods, as in Chirinko et al. (1999). Investmantomposed of a replacement investmdRit)(and a
net investment R!). The former is proportional to the R&D stock dtetbeginning of the

period:R; = K, ;. The latter represents the change in the R&D st&k= K, - K, _;.Hence we

can write

R _R*R 5, K
Ki,t—l Ki,t—l Ki,t—l

(9)

We can consider the relative changes in the R&Dbkstas a weighted mean of the relative changes in
the desired R&D stocks:

* Hn * Hn
Ki _ &K, +1= - [ Ki-n j :Li!(AKi,t—h _l_lj . (10)
Ki,t—l Ki,t—l = Ki,t—h—l = Ki,t—h—l

By taking logs of both sides of (10), using the mppmations In(1+x)=x and Ax/x = dInx, we

can write (10) as

H
dinK, => udinK/ . (11)

h=0

Changes in the R&D stock are therefore expressedvesighted mean of the relative changes in the
desired R&D stocks of the past. We can rewrite @kl)



Ri

it-1

H H H
=0+ (ozluhdvi,t—h - JZ/'Ih (duRi,t—h - dpli,t—h) + VZ MpGyi i-n T &4 12)
h=0 h=0 h=0

after appending a random error term and remembehagthe variables in small letters represent

variables in logarithms.

We could also add an individual effect to (12), lkeeer if we consider that the individual effect sliou
enter the level equation (8), it should be remoatdr first-differencing. Actually estimation retaul
confirm that the individual effects are insignifitan specification (12) The slope coefficients can be

interpreted as elasticities because the expressioihe right-hand side of (12) (except for the

intercept) represents the growth rate of the R&elst The gy, (h=0,1...,H) coefficients represent the

elasticities of the R&D stock with respect to pasér costs. The short-run elasticity is given-gy,

H
and the long-run elasticity is given tX —au, .
h=0

One worry is that the contemporaneous change irusiee cost in (12) is likely to be endogenous
because the tax incentive schedule depends omthard of R&D undertaken. In this case the OLS
estimates of (12) are upwardly biased. Insteaduseean instrumental variables approach, which is

explained in more detail in Section 4.

Since we have few adjacent observations in the dimension, we shall assume that g follow a

Koyck scheme of exponentially declining coefficeat = ,u)lh with h=0,1, ..., and<1. This would

allow us to specify an infinitely long distributddg with only one parametei)(and one lagged
expression instead of working with a finite distriéd lag, which we can only estimate at the price o

reducing the length of our sample. Now we can wfif) as

*The estimated, in equation (12) is zero, when estimated with randsffects.



Ki =0+ (ﬂzluhdvi,t—h - aZﬂh (dUg (-, = 0Py -p) + yZ/'lhqli,t—h &
h=0

it-1 h=0 h=0 (13)
=5+¢ Hav, _J,u(duRit —dpy,) +y H it +&,.
| —AL | — AL | —AL
Equation (13) can also be rewritten as
B = ) AT gk, - op g, — D) * 1+ (5, = 26, a9
it-1 i,t-2

The short-run elasticity of R&D stock with respéatthe user cost of R&D is given byogu. The
long-run elasticity is given by gu/(1— A) . Notice that the error term now follows a MA(1)ppess.

Because of the simultaneity between the user cuktlee amount of R&D we have to instrument for

the contemporaneous change in the user cost of R&D.

3. Data and descriptive statistics

Data sample

The empirical analysis makes use of CBS’s annu8lR&D surveys in combination with production
statistics (PS) and administrative data from Sé&tdeem (SN) regarding WBSO. The R&D surveys
contain information on firms’ R&D expenditures atiekir breakdown by type, and the PS database
contains information on output, employment and outgeflators. The SN database contains firm
information on the actual annual total R&D wagd bihd the amount of tax deductions that SN
eventually granted The three data sources and the process of mettygng are explained in detail in
Ministry of Economic Affairs (2007). In the estin@t of the effects of WBSO on firm R&D we use
an unbalanced panel of annual firm observationsvdrt 1996 and 2004. The WBSO facility
primarily targets small and medium sized entergrisgmong some 10200 firms that applied for
WBSO in 2004, 46% had fewer than 10 employees,enthié share of firms with 10-50 employees

® The R&D fiscal incentive facility in the Netherlds is absolute, meaning that firms can apply for
the wage tax deductions based on their annual R&DQenbill. As a result the cost of R&D employees
for a firm decreases and the taxable income ine®a& portion of the tax deductions are therefore
recovered by the state. There are two brackets thighcorresponding rates of 42% on the first 110
thousand Euros in firm R&D wage expenditure; follEdvby 14% on the remaining amount below the
ceiling, set at 7.9 million (data are for 2004). éwerview of the WBSO parameters is given in Tahle



was 32% and the shares of medium-sized firms (80&Bployees) and large firms (250 and more
employees) were 16% and 5% respectielgnterprises from all manufacturing and servieetars
can apply for WBSO. In 2004 there was the followidigtribution of WBSO users by sector:
agriculture (7%), food (5%), chemicals (11%), maeisi (29%), other manufacturing (22%) ICT
(11%), and other services (14%). This distributi@s stayed more or less constant from 1996 till
2004 (Ministry of Economic Affairs, 2007).

Not all R&D performers apply for WBSO tax credildore than 80% of the larger firms (with more
than 250 employees), about 80% of medium-sizedsfiamd about 70% of the smaller firms (with
fewer than 50 employees) apply on average for tBS® facility. However, among those firms that

have more than 5 full time R&D employees, more t88% use the WBSO facility.

For all size classes the coverage has gradualhgased from the inception of the fiscal incentives
program in 1994 to 2004, both in terms of the nundfefirms applying and the number of total
applications by these firms. From 1997 to 2004dheas a 29% increase in granted applications for

the tax credits.

When we split the number of observations in our@ann three categories of firm size we see that
apart from the last cleaning stagehe distribution of our sample across size clagsesains
unaffected. The middle size group (50 to 250 ermgrsy represents around 59%. Largest firms (over
250 employees) are over-represented in our sanmipjle. smallest size group (fewer than 10
employees) is under-represented due to the abs#¥riceovation and R&D survey data from CBS
over the whole period for firms with less than IT0péoyees. According to SenterNovem, 70% of the
WBSO receivers are firms with less than 250 emmeydn our final sample the number of
observations from firms in that size class is clws&0% of the total. In the factor demand model of
R&D that we propose, we have to eliminate firmshwibn-contiguous R&D observations in order to
construct R&D stocks. In the end our dataset cowalhg a fraction of the total population of WBSO
receivers: on average, across years, firms in ampge account for 15% of total WBSO expenditures
and almost 25% of all R&D performed in the Netheds.

® The share of the smallest firms (fewer than 10 leyges) has grown in the period from 1995 to
2004 from 30% to 46%. The shares of all other siasses have declined in the same period: for size
class 10-50 employees from 37% to 32%; for 5-249leyees from 24% to 16% and that of more than
250 employees from 9% to 5%, respectively.

"We selected only those firms that perform R&D ocoatinuous basis, the so called ‘hard-core’
R&D performers because in odd years CBS only ctdlelata for ‘hard-core’ R&D performers. We also
selected only those firms that and have a pos®R&® in all three mentioned data sources. The use of
lags in the dynamic econometric specification adl e the construction of R&D stock further
eliminates firms with non-contiguous observationgmtime.
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Table 2 lists the main parameters of the WBSO pnogfor the period covered by our estimation
sample. The WBSO budget has increased by almost &t¥the number of approved for funding
projects has grown by almost 60% from 1996 to 2004.

Variables

In our empirical model corresponding to equatidi® @nd (14), we use the following variables.
The dependent variable is the firm R&D expendituireslivided by its R&D stockK in the previous
period. Own firm R&D expenditures are taken frome tbombined CIS/R&D data file (the

SenterNovem dataset contains data on R&D labos ardy, not total R&D expenditures).

[INSERT TABLE 1 AND TABLE 2 HERE]

According to our theoretical model, the two maimplexatory variables are contemporaneous and
lagged growth rates in the user cost of R&M,and in value addedAv. Table 1 provides

descriptive statistics on the variables used inetstamation. As explained in the modeling sectan,
negative relation is expected between the user aostthe firm's R&D investment and a positive
relationship between output and R&D investment.rathe construction of the user cost is explained
in detail in appendix A. To construct the user aafsR&D, we use the information about the R&D

cost composition, provided by CBS.

[INSERT TABLE 3 HERE]

Table 3 shows the average user cost (constructeg espression A4) of R&D and its components for
all the firms in our sample. The user cost in theemce of R&D tax incentives has increased by 30%
between the beginning and end year in our sampie.average WBSO tax credit has increased from
17.3 to 19.4 percent. This slight increase istattéble mostly to increases in the two WBSO cedling
and a resulting compositional change of the firnith wespect to the WBSO scheme: (i) an increase
of the percentage of firms applying for WBSO frot8% in 1997 to 73.4% in 2004, (i) an increase
in the percentage of non-starter R&D performers fdddunder the first bracket ceiling from 12.8% i
1997 to 36.3% in 2004, and (iii) an increase inghecentage of non-starter R&D performers that fall
between the first bracket and the second brackéhgdrom 16.5% in 1997 to 36.6% in 2084.

® Had we used expression A5, i.e. the marginal WB&@g instead of the average WBSO rates in the user
cost of R&D, the WBSO tax credit portion of the usest would have tripled from 1997 to 2004.

11



Column (3) contains the average B-index, includthg WBSO and other R&D tax incentives.
Between 1997 and 2004 the overall R&D tax incestiiave decreased the R&D user cost by 12%.
This percentage is lower than the increase in tBS® because the increase in the corporate income
tax rate partly reduces the usual deductions deggpensing and depreciation allowances. Column (4)
presents the user costs of R&D obtained as theuptaaf the corresponding averages in columns (1)
and (3). The nominal user cost has increased fr@s80o 0.314, i.e. by 22% between 1997 and 2004.
The increase in inflation and in the real intemegé has been tempered by the increase in R&D tax
incentives. In column (5) we present the average osst of R&D without the WBSO tax credit. We
see that without WBSO the user cost of R&D woulgéhacreased by 25%. The user cost of R&D
would be on average higher by 18 to 24 % withoutS@B

4, Econometric Results

In this section we present regression estimates ror empirical equations (12) and (14). The main

results are reported in Table 4. The Hausman ég=tts the null hypothesis that the contemporaneous
Aug, is exogenous ¥° (1) is 10.3) and, therefore, instrumental varialdehniques are required. We

instrument for the contemporaneous growth ratéefuser cost of R&D in (12) and (14) with lagged
level values of the user cost and output becausepoksible simultaneity between R&D expenditures
and the user cost of R&D, and also for the laggepkeddent variable in equation (14) because of the

MA(1) nature of the error term.

[INSERT TABLE 4 HERE]

We estimate equations (12), model |, and (14), mddenithout individual effects. There is no
particular reason to include an individual effextlae equations are already in first-differencestae
depreciation of R&D as well as the adjustment spea@rds the desired R&D stocks are supposed to
be constant across firms. Indeed, when we introthieéndividual effects, the variance of the random
error term turns out to be insignificant. In eqaat(12) we experiment with up to three lags in the
growth rates of the user cost. Each additionatdalyices the size of the sample. Alternatively, e c
assume a longer lag structure by modeling an tefigeometrically distributed lag as in (14), bwgrth

we lose observations because of a one-period ldgidependent variable.

We use a Sargan test to test for over-identifyiegfrictions. We cannot reject the validity of the

instruments in each of the estimated models reportelrable 4. When we include the lagged level

12



value of the dependent variable as an additiorsstiment in model |, the coefficient on thAug,

increases, but the model becomes over-identified Sargan test rejects these additional instrusnent
In addition, when we use a difference-in-Sargandfistics to test exogeneity of our instruments, we

cannot reject it in any of the models. We have aked difference-in-Sargan test to check whetteer th

growth in outpuflv,  is endogenous and needs to be instrumented. Wel cuil reject the null

hypothesis that this variable is exogenous. We elsrked the validity of our instruments using
Anderson test and Cragg-Donald F statistic. Stoxk¥ogo (2005) have computed the critical values
for the Cragg-Donald F statistic which are alsoorggdl by the instrumental variables estimator we
used (Baum et al., 2007). According to these timtdnstruments perform well, i.e. the computed F

statistic rejects the null hypothesis that therinsents are weak.

Some of the reported tests can be sensitive tprisgence of heteroskedasticity, in which case @&mor
efficient GMM or GMM-CUE estimator can be used. Theck this, we perform several
heteroskedasticity tests on residuals in all oudet® We use Pagan and Hall's (1983) general fest o
heteroskedasticity for instrumental variables (®gJimation as well as the standard heteroskedsstici
test of White/Koenkér These tests do not reject the assumption of hkedasticity of residuals in all

versions of our model.

The results from a distributed lag model with ame&y and three lags, listed in columns (2) and (8) a
(4), respectively, yield individually significanbefficients for the user cost of R&D. When inclogli
only two lags we get significant elasticities fastl current and one-period lagged user ‘€oghe
model selection criteria definitely reject the indiae adjustment model (column 1 of model I). The
R-square is the highest in the model with 2 lagdemine Akaike information criterion gives the

preference to Model Il. In Model | it gives preface to the model with 2 lags.

It is worth noticing that the short-run and longrmprice elasticities are not significantly diffetén

(2) and (5) although they are based on a differembber of observations. This observation gives

° These tests were performed using the Stata iviteptegram developed by M. Shaffer.

91n the model selection process we experimentetl séveral control variables. We included contrals f
business cycle influences on R&D investment by gsirdustry-specific business cycle indicators: for
investment potential (i.e. solvability and retunm total assets) and indicators for perceived coitipat
turbulence and economic development. These vasabére constructed and provided to us by EIM.
None of these control variables had a significaogfticient. We also tried to control for a possilsiee
effect in the R&D investment rate by including tlog of the number of employees as an additional
regressor. Since size already appears as an expignariable in the desired growth rate of the R&D
stock, the size effect would capture differenceshim speed of adjustment of R&D stock. This coééiint
is, however, also insignificant. To include morerfispecific control variables we would have to mt$o
the CIS surveys, which are only available in evearng. We have refrained from doing so as not te los
too many observations.
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credence that our results are robust. The shorprige elasticities of R&D stock are givendsy. A

one percent decrease in the contemporaneous usepfc®&D increases the R&D stock by 0.27
percent in (3), 0.28 percent in (5). The pricetidyg after one period is -0.12 in column (3) andhe
geometrically declining distribution assumed inuroh (5) it drops to -0.17 (0.283 x 0.603) percent.

The long-run elasticity, computed as the sum dfidlisted lag coefficients atiu ,_, in model | is

-0.39 in our preferred specification and is stetaly significant. The long-run elasticity impliday

model Il is -0.72, and is also statistically di#fat from zero.

We ran a number of alternative specifications #b tiee sensitivity of our results. Given the R&X
incentives structure in the Netherlands, we usesl @¢Rpression (A4) to construct the B-index
contained in the user cost measure. This expressi@nweighted average of the first and second
bracket rates. According to this expression, a finat is situated in the second bracket but belv t
ceiling would receive a wind-fall profit if the bf the first bracket or the length of the firshdket

was extended, even if all other parameters remainetianged. Such changes occurred several times
during 1996-2004, the period covered in our pafat.example, in 2001 the length of the first bracke
was extended from € 68,067 to € 90,756 and in dheesyear an additional higher bracket for starters

(60% as opposed to 40% for the rest) was introduced

One of the premises of economic theory is that exon agents take decisions at the margin.
Therefore, one could argue that firms decide oir tharginal R&D investments on the basis of the
marginal WBSO rates, hence for firms that are engbcond bracket it would be that rate and only tha
rate which matters. This would mean that the wisdtigrofits would not affect firms’ R&D decisions.

If we assume that only the marginal WBSO rates endlten we would use the expression for the B-

index given by formula (A5).

It has been argued in the capital investment hieeathat liquidity can affect firms’ capital invesent
decisions (Fazzari et al., 1988). Liquidity effentay be more important for investment decisions in
non-tangible assets like R&D which is relatively maaisky compared to the capital investment. Hall
(1992), Hao and Jaffe (1993), Harhoff (1998), Hirfimeeg and Petersen (1994), among others, report
some empirical evidence that liquidity has an eftecfirm R&D investment. Therefore we argue that
firms decide on their R&D investment based on Werage user cost of R&D (expression A4), so that

firms in the second bracket would increase theirDR&ven if the rate of the first WBSO bracket
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increases, providing them with more liquidity. Adetal evidence also suggests that firms consider
that this windfall profit is WBSO money which getsnvested in R&D.

To compare the outcomes of our model under marginal average user cost approach, we re-
estimated our model under the marginal user castnagtion. In this case the constructed user sost i
higher and the effective tax credits part is lovildris change leads to a higher variation, i.eipding

of the tax credits part in the user cost of R&D reggion over the estimation period. The estimated
short-run elasticity corresponding to columns B taf Table 4 decrease to 0.22; 0.13; and 0.29 fzend t
long-run elasticity ranging between 0.22 and 0.BHese elasticities are somewhat lower but not

different in a statistical sense from those repbiteTable 4.

In our specifications (12) and (14) output is ialréndustry deflated) terms and the user cost&DR

is deflated by the industry price of output. We dnapted for these specifications as explaineden th
modeling section. We checked whether the use ofmadmariables together with time and/or industry
dummies would make a difference. The use of nomusar cost with time dummies results in
somewhat higher elasticities for both the user aast output variable$.We also checked whether a
specification with time and industry dummies ananimal user costs would yield similar results as
one with real user costs and output but no timeiagidstry dummies, because the deflators vary only
over time and industry. The latter experiment ygekignificant coefficients but similar orders of

magnitude.

5. Effectiveness of tax creditsto R& D

We are interested in evaluating the effectivendsth® whole WBSO program. For that we shall
compare the present situation with WBSO to a fectbeenario without WBSO. In the absence of a
proper cost-benefit calculation including all coatsd benefits related to such a program, the usual
way to assess the efficiency of R&D tax incentigessists in computing the so-called “bang for the
buck” (BFTB). By that is meant by how much priv&®&D increases per Euro of R&D tax receipts

foregone. It is greater than 1, R&D tax incentivaae considered to be efficient in stimulating

" Interviews with companies’ R&D managers were carted in order to solicit feedback on WBSO
effectiveness. The outcomes of the interviews sagget WBSO tax rebates are reinvested back into
firms’ R&D (Ministry of Economic Affairs, 2007).

2 Those results are presented in (Ministry of EcoiwoAffairs, 2007). Although the results are
statistically not very different there, it makesse to use the available industry deflators instafatthe
just the overall deflator in equation (5).
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additional R&D. A value smaller than 1 means thatt @f the money received from tax incentives

substitutes for private financifig

In our model based on the user cost of R&D theepeiasticity has no longer a direct connection to
the BFTB”. To obtain a Euro for Euro magnitude we have talate the R&D (in Euros) ensuing
from a change in the user cost of R&D followingupsression of the WBSO program to the money it

would save the government for no longer supportihg program. Instead of having
OR/OWBSO directly, we can obtain a Euro per Euro effect hjcalating(0R/du) /(0WBSO/du),

where WBSO stands for WBSO disbursements. In opermxent we will simulate the reduction in
R&D in case of suppression of the WBSO comparedhto present situation containing the tax

incentives program.

We assume that the present scenario with the WB#@sponds to a steady state, starting in period 0

with an inherited R&D knowledge stock l§f. The only R&D that gets spent serves to keep &B R

stock constant. In the new scenario the governrdenides to remove the whole WBSO scheme,
which leads to an increase in the user cost of R&D to firms wanting to decrease their optimal
stock of knowledge. We now have a new desired R&2ks Following this scenario firms decrease
their R&D investment and at the same time governmeronger needs to support the WBSO. When
the adjustment to the new optimal R&D stock is clatgul firms have reached a new steady state with
lower R&D expenditures. The following table sumraas the old and the new trajectory of R&D
flows and R&D stocks from period O onwards for atigalar firm.”® To ease the notation we drop

firm subscripti .

3 The threshold value of 1 will change if we incluebeternal effects and side effects in the benefits
of the tax program and administrative and impleratioh costs for the firms as for the government in
the additional costs due to the tax program.

% |f we regress private R&D expenditure on the WB&6bursements, then the regression
coefficient gives directly the “bang for the buck’. by how much at the margin one Euro of R&D tax
credits stimulates private R&D. This is the appftosaken in Brouwer et al., (2002). The authors obta
a BFTB of 1.01 using the labor R&D expendituresaadependent variable. For comparison, we re-
estimated a similar model with the fixed effectslabtained a BFTB value of 1.27. This approach
suffers from simultaneity between tax credits amthdr&D expenditures and does not distinguish
between short-run and long-run effects.

! Since we start from the same stock of R&D cagitaboth the new and old trajectory in the first
period after the policy shock the differences inR&utlays equals the difference in R&D stocks, whil
the replacement investment is the same. In periaddlafterwards the difference in R&D flows are due
to differences in net and replacement investmertiekthe new steady state is reached, the differemce
R&D outlays and the corresponding costs to the goawent correspond only to differences in
replacement investment.
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Old scenario (with tax New scenario
credits) (after removal of tax credits)
periods| R&D flow| R&D stock R&D flow R&D stock
0 R =X, Ko R =&, Ko
L R=&K, | K=Ky | R=&Kg+(K =Kg) | Kj =Kg+ (0K, /dug)Aug
2 | R=&K; | Ki=Ky | R =& +(K;-K;) | K; =K +(0K,/dug)Au,
3 R=&K, | Ki=K, | R=&K,+(K;-K}) | K;=K}+(dK,/duz)Au,
4

The derivativec')Kj /du, represents the change in desired R&D stock thaired-1 periods after the
change in WBSO.

To find out how much R&D arises from a WBSO tax e, we have to compute the differences in
R&D flows (or expenditures) from period 1 onwarilsinfinity between the two scenarios, where the
flows of each additional year are discounted byl vis-a-vis the previous year. This in our

particular case is equal*fo

i(é—&)/aw)t‘l:i{ "K++"’Kj oK, }AUR /(1+r)t_1 (15)

Oug Oug OUg

In expression (15) we have

% = U/,lﬁ, where gu is the estimated user cost elasticity of R&D statkhe first period;
uR uR
oK

2 = 0'/,1/]&, where A is the estimated parameter of the adjustment psocg& = U,u)lzﬁ,
Oug Ug OUg Ug

etc.;d is depreciation parameter, taken to be 0.15 (1&9d)r is the interest rate, on average 0.03 (3%)
and Au,is the discrete difference in the user cost evatliat the new and old scheme, i.e. with and

without tax credit expressibhin it and is given by the following expression:

® Becausg’, =K; + (3K, /du, + 3K, /du, +...+dK,_, /du,)Au,We can write
R -R = (K, —K;)+ (0K, /dug)Au, = J (9K, /dug + 0K, /AU, +...+ K _, / dug)Au, T (0K, /du,)Aug
=[3(0K, / du, + 0K, /dug + ...+ dK,_, /duy) + 0K, / dug]Au,

7 If we model the user cost of R&D on the basis ofgiveal WBSO tax rates instead of average WBSO the B
index that enters the computation of the userisastlculated using expression A5, given in theeaylix
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Aug = —Py(r + J)WLDl[amin(WITiR ;Lj + dbmin[l— Ffi < ﬂ
wherea= ] (L-D,) +wD,, b=af(@-D,) +a£D, , c=(R*-aR')/b, D, =1 if the firm uses
the credit facility, elseD, =0; D, =1if the firm is eligible for a starter's rate, el§®, =O0andd =1

if WR>R!', else d=0. Paramete®,w", D, andD, are firm-specific. The values of the
remaining parameters in the expression ffi,which are also used in the computation of the user
cost: ¢f (first bracket tax rate for non-starters)f (first bracket tax rate for startersyf (second
bracket tax rate for non-startersr);z2 (second bracket tax rate for starter@f, (length of the first

bracket), Rf (ceiling) are given in appendix A.

Substituting these in (15) gives

S (R-R)@+r) =Y TR 5 o (K, +...+ (12 )k, )+ (1)K ] (16)

= Ug (1)

In expression (168%,,Ausand ugare firm-specific but we omit index and Rfor expositional

. 0K o -
purposes. We evaluate the elastlc-g'tyl at the corresponding firm-specific value of the [R&tock
uR

in each period, i.&,, which can be computed as

K = Kis
t T =
1- guhu A ug

Here 0 < A <1, which guarantees that (16) converges to a neadgtstate.

The total cost to the government to support the R&Dcredit program is given BY, . The difference

in government costs between the two scenariové&ndiy

> 0 -W)/(a+1) == [amin(w R, R) + domin{(w'R ~R),cf o

t=1
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We can compute (17) for each period iterativelyngghe expressiorﬁ = dZ:_l + (IZt - IZ:_l), and

assuming thav" , i.e. the labor composition of the R&D costs, doesvary with the tax credit rate.

The BFTB is given by the ratio of equations (1&msned over all firms in our sample that received
the tax credits and (17) i.eZ(I’:\;t -R)/@+n)* andZ(\/ﬂ\wlt -W,)/(L+r)"™". In other words, we
t=1 t=1

compute the ratio of the decreases in R&D alongethtire trajectories to the saving in government

costs to support the WBSO along the whole trajgctooth appropriately discount&d
[INSERT TABLE 5 HERE]

The values of the parameters corresponding to emsat(16) and (17) and the results of the

computations are listed in Table 5. The infinitenswgiven by (16) and (17) converge to a new steady

state rather quickly, after 15 periods the chargevéenK, and K,_; is negligible. The ratio of (16)

and (17) produces a BFTB of 0.90. It can be seemwasighted sum of individual ratios of additional
R&D and WBSO costs to the government.

In our computation of BFTB we use size-class spestiort and long-run elasticity re-estimated ia th
model Il. We use three size classes: small firnth f@wer than 50 employees, medium-sized firms
(50 to 250 employees) and large firms (250 and reanployees). The BFTB trajectory for each size
class is different. We plot these trajectoriesiguFe 1. In the figure mbftB indicates the trajegttor

large firms, mbftM, for medium-sized firms, mbft& fsmall firms and mbftb the average of all firms.

8 Because of the unbalanced nature of our samplis, different for every firm. We take it to be the
last year a firm is observed in the sample. Allgmaeters that enter the computation of (16) and &1&)
taken for that particular year for each firm.
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Figure 1: Mean BFTB after t years
Large medium and small firms
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The WBSO program has the largest impact in thd feriod, after which the effect of the tax
incentive declines. The initial impact is the lasg#or the smallest firms (about 6.4) and the sasall
for the largest firms (1.02) and is 1.6 on aggregafter an initial spike the effect declines rdpjd
and after a few periods converges to about 1.8thmsmallest firms, 3.5 for the medium-sized firms
and 0.37 for the largest firfis The rapid decline of BFTB is due to the leveldzhsature of WBSO.
Firms can apply for the wage tax deductions basetther annual R&D wage bill, regardless of their
past R&D effort. In each period the government taagay WBSO on the basis of the level of R&D,
i.e. the current incremental R&D and the sum of R&brements of the past periods. Supporting the
latter, which would be done anyway, is a dead-weigks from the social planner’s perspective. In
contrast, with increment-based R&D tax incentivéydhe additional R&D would be supported. As a

result, the denominator (17) grows at a higher tiza@ the numerator (16), until a new steady ssate

Y We have also computed a non-weighted sum of iddiai firm-specific BFTBs, which are given
by the ratio of firm-specific extra R&D expenditsrdivided by the tax credits received by a firm,
computed for each period. The results give a singlature to the weighted BFTB approach. The mean
value (after convergence) of such firm-specific B¥STis 0.44 for the largest firms (S.D 0.14), 2.@®(
0.92) for the smallest firms and 3.85 (SD 1.42)tloe medium sized firms. The median BFTB is clase t
the mean and is 1.4.
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reached, which results in an overall BFTB smaltemt £°. The adjustment to a new steady state is

faster for medium and larger-sized firms, refledgtetligher estimated parameter

These results of this experiment suggest thatlfdoua the largest firms in our sample a hypothesis
full crowding out can be rejected and that the disimcentives program has been successful in

stimulating firms’ investment in R&D.

5. Conclusions

In this paper we have analyzed the effectivenegsh@R&D fiscal incentive program (the so called
WBSO program) in the Netherlands. We have estimatdgnamic factor-demand model based on a
CES production function to measure the responsggené a firm’'s R&D capital accumulation to its
user cost. We have estimated our econometric nmdalfirm-level sample covering 1996-2004. The
richness of the dataset allowed us to construct-$ipecific R&D user costs as a function of R&D tax
incentives. We have used various model selectiterier to choose a model with an appropriate time

lag with which adjustment to the policy change®taglace.

The results suggest that R&D is responsive to sty gost. We obtain a short-run elasticity of about
0.3 and a long-run elasticity of 0.7. Accordingotar preferred specification the adjustment speed to

the fiscal policy change is quite high and is aebeéewithin 2-3 periods.

To evaluate whether the R&D incentives programuiscessful we have performed an experiment in
which we have simulated the reduction in R&D in ead the suppression of the WBSO. By
calculating the amount of the decrease in R&D aahsence of tax credits and the present and future

costs of the WBSO program we have computed treaed “bang for the buck”, given by the ratio

2 As a quick check of the sensibility of this reswi could do the following simple calculation.
Suppose that in year t government introduces a WB&@me that on average lowers firms’ R&D cost
by 5% and that WBSO constitutes 5% of the R&D exjimnes. If the long-run price elasticity is 0.7
(estimated in model Il) then in the long run WBS@rieases firms’ R&D capital by 3.5% relative to the
initial steady-state. A permanent increase in R&penditures (replacement investment) of 3.5% would
be necessary to correspond to a 3.5% long-run aserén R&D stock because in the long run R&D stock
is proportional to R&D flow. The long-run BFTB withen be 0.7, which is 3.5% extra R&D
expenditures divided by 5% WBSO. In the short ri&CRcapital will increase by 1.4% (short-run
elasticity of 0.38 x 5% WBSO). If we assume a depagon rate of 15%, this means that in the firsay
after the introduction of WBSO the R&D expenditureidl have to increase by 9.33% relative to the
situation without WBSO. Starting from a steady stsituation where the stock of R&D equals R&D
expenditure divided by the depreciation rate, angieain the R&D stock of 1.4% corresponds to a cleang
in R&D expenditure of 1.4/0.15 = 9.33%. This wowde a short-run BFTB of 1.87. We thank Piet
Donselaar for making this point. This calculatiomes an approximate order of magnitude since WBSO
disbursements are not a linear function of R&D exgitures.
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of these two amounts. According to our results WB®O the largest impact in the first period after
which the effect of the tax incentives declines. filid that the effect is the largest for smallesn$

and is smaller for the larger firms. After an iaitshock, the impact of the tax incentives program
gradually declines until a new steady state islredc The BFTB decline is due to the level-based
nature of WBSO, meaning that firms can apply fag thage tax deductions for the current year
regardless of the their past R&D effort. As a restile cost of WBSO to the government in our

experiment grows faster than the incremental (adit) firm R&D that WBSO stimulates.

Our overall conclusion in this paper is that thegram of R&D incentives in the Netherlands has
been effective in reducing the user cost of R&D tratefore has been successful in stimulating firm
R&D capital formation. Several other elements wolihve to be included to make the cost-benefit
analysis of the tax incentive program more complieteddition to possible external effects and side
effects in the benefits of the tax program, we wloalso need to consider the administrative and

implementation costs for the firms and the govemmmé&hese costs are difficult to measure
accurately.
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Table 1 Variable constructionsand descriptive statistics

Variable Construction Source Mean S. Dev.
R&D flow/stock Own R&D expenditures divided hyCIS/R&D 0.24 0.42
R&D stock at beginning of the periogd
User cost of R&D see Appendix A CIS/R&D/SND.26 0.06
Value added in logarithm PS 16.04 1.34
Industry sales Mean industry sales (at 2-dighS 17.84 0.95
industrial classification) in logarithm
Note: The descriptive statistics are sample meamnthé years 1996-2004
Table 2 Overview WBSO program parameters
Year | WBSO Length of the first | % First % Second | Ceiling
budget bracket (in Euro) | bracket bracket (in min. Euro)
(in min.
Euro)
1996 | 204 68067 40 12.05 4.5
1997 | 227 68067 40 12.5 6.8
1998 | 281 68067 40 17.5 6.8
1999 | 293 68067 40 13 6.8
2000 | 302 68067 40 13 6.8
2001 | 337 90756 40 or 60 (s) 13 7.9
2002 | 367 90756 40 or 70 (s) 13 7.9
2003 | 323 90756 40 or 60 (s) 13 7.9
2004 | 365 110000 40 or 60 (s) 14 7.9

Source: Ministry of Economic Affairs (2007); (spetls for ‘starters’
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Table 3 Annual average user cost of R& D and its components (2615 obser vations)

Year P.(r +9) WBSO Tax B-index User cost of User cost of

credit R&D R&D w/o

WBSO

tax credit

1) (2) (3) (4) (5)
2004 0.388 0.194 0.808 0.314 0.389
2003 0.364 0.187 0.815 0.298 0.366
2002 0.334 0.200 0.803 0.268 0.334
2001 0.309 0.216 0.791 0.245 0.312
2000 0.311 0.207 0.797 0.248 0.312
1999 0.306 0.200 0.806 0.246 0.308
1998 0.298 0.191 0.815 0.243 0.300
1997 0.308 0.173 0.833 0.258 0.310

Notes: The corporate income tax rate used indnstcuction of the user cost has decreased ongevévathe
sampled firms from 36% to 29% between 1997 and 2B@4dex (column 3) is calculated as using expogss
(A4) in Appendix A; WBSO tax credit (column 2) ialculated using the expression in square brackieteg
wage share) of A4. Column (4) is a product of caluth) and column (3). Column (5) is the productoiumn

(1) and the sum of column (3) and column (2).

24



Table 4. Effects of WBSO, estimation of equation (12) and equation (14)

Model | (Equation 12) Model 11
(Equation 14)
1 2 3 4 5
R s/ Kica oc03
du, ,
-0, -0.284*** -0.271%** -0.502%** -0.573* -0.283***
(0.083) (0.101) (0.192) (0.299) (0.101)
-0, -0.127%** -0.244** -0.334*
(0.045) (0.096) (0.169)
-0, -0.144* -0.232*
(0.066) (0.120)
-0, -0.184
(0.097)
LR price elasticity -0.284*** -0.392%** -0.890** -1.323* -0.715%***
(0.083) (0.138) (0.333) (0.633) (0.242)
av;
@ 0.069** 0.062** 0.090** 0.134** 0.058*
(0.029) (0.028) (0.040) (0.060) (0.033)
] 0.052** 0.076** 0.134**
(0.024) (0.031) (0.042)
@ 0.003 0.079*
(0.034) (0.048)
0.198**
% (0.053)
LR output elasticity 0.069** 0.114** 0.169 0.545** 0.147*
(0.029) (0.040) (0.068) (0.125) (0.062)
R® 0.24 0.33 0.22 0.18 0.28
Sargan statistic 0.07 3.32 0.28 0.20 0.48
(p-value) (0.80) (0.19) (0.87) (0.90) (0.79)
White’s statistic 41.95 108.49 123.99 113.70 117.01
(p-value) (0.98) (0.12) (0.74) (0.20) (0.45)
Log-likelihood -1436.47 -260.82 -283.67 -272.40 5756
AIC 2890.93 545.63 597.35 680.99 502.10
Number of firms 841 549 402 248 402
Number of observationg 2615 1742 1185 780 1185
Notes: Estimation period is 1996-2004.
*** indicates significance at 1%, ** at 5%, * at 4@
Standard errors of the long-run elasticities amamated using the delta method.
Table 5 Parameters used to compute BFTB, infinite lag model
Parametef 9K | A oull-A) | o r Au |u BFTB
@) 2 3) 4 ®) (6) )
-0.283| 0.603| -0.715 0.15 0.03 0.062 0.242 0.9

Note: In columns (6) and (7) we report the sampdamvalue.
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Appendix A: Measurement of the user cost of R& D in the Netherlands

The user cost of R&D measures how much it cositsratd hold a unit of R&D stock of knowledge. It
corresponds to the price for this unit of knowledigthere was a rental market for knowledge. The
user cost of R&D is derived from the equality betwdhe net (after-tax) “rental” cost of a unit of

R&D and the net (of tax incentives) purchase poicthat same unit, given by the following equality:

N, .P.(t) = _[e‘[””](s'”e"’(s“) A-7)ug (S)ds (A1)
t

where Py (t) is the R&D deflator (an index of the purchase @it the various R&D components

(labor, buildings, equipment, and matefAgIN, is the percentage of the purchase price that resnai
after deduction of all R&D tax incentives (if thenere no tax incentives,#l), r is the real interest

rate, 71 is the inflation rate in the R&D price} is the depreciation rate of the stock of knowlé&ge
is the corporate income tax rate, amgl is the user or rental cost of R&D. Equation (Btes$ that the

net of tax incentives purchase price of one uniR&D knowledge should be equal to the present
value of all future, tax deductible, rental costattwould have to be paid for the non-obsolete pfart
the initial unit of knowledge. If it is cheaperitovest in knowledge rather than buying it from athe
then firms would rather invest until either the fmaving price falls or the purchase price riseseo r
establish the equilibrium denoted by equation (Aduivalently, we could consider the arbitrage
condition to be one of equality between the netlpase price and the present value of the rental
returns that can be derived over time from the depreciated portions of that same unit of R&D. If
the price is cheaper than the returns, a firm itsvéis R&D; otherwise a firm rents the R&D

knowledge.

By differentiating both sides of this expressior, get

N,.P,(t)77=—(—T)ug (t) + (r + 77+ 5)Te‘[r+”](s't)e‘5(s't) @A-T7)uy (s)ds
t (A2)
=—(1-7ug (t) +(r + 7+ 0)B.F(t)

?! The R&D deflator is constructed BR = 05pgpe + 0.5Pgep , - Where Pgpyp is the GDP deflator and

Prep,. IS the R&D wage index. The idea of using a 50/5@ed average of the GDP deflator and the

R&D wage index was suggested by Jaffe and Grilieimeshas come to be known as the Jaffe-GrilicheB R&
deflator (see Bureau of Labor Statistics (1989)).

2 The R&D depreciation rate is assumed to be equbb. We also experimented with rates ranging from
10% to 25%. 25% corresponds to a depreciationca@isistent with patent decays (see Pakes and Satmaak
(1984)). These changes do not lead to statistichifflgrent outcomes in our models. InsensitivityR&D rates
of return to assumed R&D depreciation rates am@ raported by Hall and Mairesse (1995).
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which can then be solved for the user Tosleleting the time subscript to simplify the nitat

R :w N, =P(r+9).B U (A3)
B; is also known in the literature as the B-indexe Tatter, introduced by McFetridge and Warda
(1983), is defined as the ratio of the net costaaduro spent on R&D, after all quantifiable tax
incentives have been accounted for, to the nehiecitom one euro of revenue. If for instance a firm
spends one euro on R&D and it can expense it, lamdarporate tax rate is 50%, then one euro of
R&D costs effectively 50 eurocent, hence one edireeturn before tax is equivalent to 50 eurocent

after tax. The B-index in this case is equal to 1.

Given the R&D tax incentive structure in the Netheds, the B-index looks as follows, ignoring for

the sake of clarity the t subscrifits

1-1-1)w"
[@(1—D2i)+a§D2i]min( Ffi ’1J+1R1<WLR[“12(1_D2i)+‘*‘z2Dzi]
BI:L Dli W, R L (A4)
-0 | (R (R-[a-D,) + @D, IR) l6f (- D,) + 4D, ]
WR w'R |
_NViBZB_NViEZE —ZWiO—ZWiL
where

W' = % of labor costs in total R&D
WiB = % of land and building expenses in total R&D
WiE = % of machinery and equipment expenses in totdDR&

WP = % of current R&D expenses other than labor

% The expression for the user cost of R&D can alsaérived from an inter-temporal maximization
problem with financing and R&D decisions. The exaxpression is then dependent on the assumptions
made about time lags, adjustment costs, expectwmgtn For an example of such a derivation, see
Mairesse and Mulkay (2003). At this point we thiibks premature to derive the user cost for a fully
specified dynamic model.

4 The interest rate in the user cost of R&D exprassiould be corrected for risk. The returns from
riskier projects would be discounted more. Howewemractice it is difficult to measure this ris&dtor.
Since the risk element is probably case specifiwili be partially eliminated in panel data by cecting
for an individual effect (only partly, because ttigk premium in the user cost of capital expresgiors
not enter linearly in the estimating equation).
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D, =1 if R&D performer is eligible and willing to use I

D, =1 if the “starters facility regulation” can be apmgali(see Cornet and Vroomen (2005)
for details)

. first bracket WBSO rate for firms eligible to WBS31Dt not to the “starters facility regulation”

. first bracket WBSO rate for firms eligible to thtarter’'s facility regulation

. second bracket WBSO rate for firms eligible to VBBuUt not to the starter’s facility regulation

. second bracket WBSO rate for firms eligible to skexters facility regulation, (N.E’a)f = a)f).

. first bracket ceiling (expressed in terms of deitle R&D labor costs) deflated by the R&D
deflator. For example, in 200p,R’ = 90.756 €.

Rf: second bracket ceiling (expressed in termsdificed labor taxes) deflated by the R&D deflator.
For example, in 2001p,R’ = 7.9 million €

PRRRSRIS PR SR SR

z, = present value of all future depreciation alloe@due to land and buildings, whep is the
rate of capital consumption allowance for land amdldings (5%). The exact expression for
Z, depends on the depreciation schedule (straightdéingeometric). Straight-line depreciation

seems to be the norm in the Netherlands accordingo t

/lww.inzakegaan.nl/fiscus/investeringsaftrek.htiénce,

Zy = ¢ +—¢B +...+ ¢B T % - %/(1+r+ﬂ)T =
1+r+7m @+r+n) 1- @/1+r+m) 1-@Q/1+r+m)

[ _ 1

r+n(l+r+r[)(1 (1+F+IT)T)

wheren is the inflation rate in the R&D deflator and Tthe finite lifetime of the capital item under

straight-line depreciatiGh

z. = present value of all depreciation allowances tdumachines and computers, wheg€ is the

rate of capital consumption allowance for machigmed computers ranging from 10% to 33%. We use

the straight-line depreciation schedule and we akaverage rate of 20% for all firms.

% We express the ceilings in real terms, because R&&xpressed in base-year prices. There is atsligh
problem of deflation here, in so far as the WBS@azrns only labor R&D costs which ought to be
deflated by the wage index of R&D costs insteadhef general R&D deflator.

% The interest rate in the user cost of R&D exprassian be tax deductible if the R&D is financed by
borrowed funds. But most R&D is financed by retairearnings and the opportunity cost from retained
earnings is not tax deductible. In any case infdiomaon the source of finance (retained earningswye
borrowings from banks or issuing shares) is onlgikble at the company level and not at the busines
unit level at which we are working.
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The term in curly brackets in (A4) reads as folloWmsthe presence of R&D tax incentives it cosssle
than 1 € to purchase the equivalent of one € of R&Dwledge. The 1 corresponds to a 1€ of
expenditures in R&D. Get deducted from this oneaflous amounts, actually fractions of one €,
relating respectively to WBSO deductions from lakexes, building and equipment amortizations,
and current costs deductions, corresponding ta labd other costs. Let us examine these expressions

one by one.

The second term in square brackets correspondetd/B8SO. To the extent that R&D is labor cost,
and depending on the amount of R&D that is perfabmend on whether the “starters facility

regulation” can be invoked, a percentage of the R&ir costs can be deducted from social security

contributions. If the amount of R&D labor falls bal level R, the first bracket rate can be used,

above that level the second rate is applicableoup total permissible deduction oRf. In case of

start-up firms, the first bracket rate is a bit mayenerous. Finally, the WBSO deductions are

themselves taxed, hence only the non-taxed parésepts a true deduction from the initial purchase

price. For illustration, suppose" =0.80, R&D is eligible for WBSO D, =1), it occurs at an R&D

level below the first bracket ceiling for a non-starter @, = 0), where the WBSO rate =0.40,

and the corporate income tax rate is 0.40. Thenkgh#o the WBSO the average R&D investment of

one € benefits from a WBSO-driven tax incentiv® dfo2.

The next two terms in curly brackets in (A4) copasd to what can be recovered from the purchase
of one Euro of R&D because of amortization, eitimeterms of land and buildings (B) or in terms of

machinery and equipment (E). The present valud! fiitare depreciation deductions can be deducted
from the effective purchase price. The amount themends on the allowable depreciation deductions

and the schedule of those reductions (e.g. stréiigdbr geometric) and the corresponding rates. Fo

the sake of illustration, suppos&® =0.05 andw® =0.05 and straight-line depreciation for both (B)

and (E), a capital consumption allowancegf=0.05 for buildings and of® =0.20 for machinery
and equipment, and a nominal interest rate plkspriemium of 0.20. The respective lifetimes aresthu

20 years for buildings and 5 years for machinery equipment. The magnitude of"z" and w®z°

are then respectively 0.014 and 0.006.
To the extent that this euro corresponds to curcests (labor or other) it can be immediately

expensed (i.e. deducted from taxable profits). ifikeme tax so recoverable can be deducted from the

purchase price. This explains the last two ternth®fexpression in curly brackets in equation F4y.
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illustration, suppose thaw®=0.10. The last two terms in the curly bracket§4)fare then 0.32 and

0.02 respectively. Hence in our example, the net ob1 Euro of R&D is equal to 1-0.192-0.014-
0.006-0.32-0.02=0.448. The B-index would then hgaktp 0.448/0.60 =0.745.

It could be argued that what matters for a margimagéstment for firms above the first WBSO ceiling

is the second bracket WBSO rate. Any increase infittst bracket rate would be considered as
windfall profit and not affect the marginal R&D dsion: we believe that it makes sense to consider
that this windfall profit gets reinvested in R&Ds(& appears as WBSO money). If we assume that

only the marginal WBSO rates matter, then the Beinelould be:

1 o L _ 1 201 _ 2
Bu_ﬁ-{l (1 T)WiDli[(wll(l D2i)+aéD2i)Dli+(a)12Dli(1 D2i)+w22D2iD2i)] (A5)

O L
Pz% —whz® —w - w

where

D =1if w'R <R ,i.e. R&D labor costs are below the first braateiling.

DZ=1if R <w'R <(R*-al.R)/«f ,ie.if R&D is between the first bracket ane #econd
bracket ceiling for cases, wherg, 3 not applicable.
D2 =1if R <w'R<(R*-al.R)/af (N.B.af =a?), ie. if R&D is between the first bracket

and the second bracket ceiling for cases, wheres Bpplicable for new starters.
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Appendix B Comparison of the present study with the study for the Ministry of Economic
Affairs (2007)

In the study for the Ministry of Economic Affair@@07) two methods are proposed to estimate the
effect of WBSO on private R&D and the effectivene$she WBSO. The direct method follows the
early study by Brouwest al. (2002). It consists in regressing the labor co6R&D or the total R&D
expenditures on one and two year lagged valuesBS®/disbursements. The indirect method is the

one adopted in the present study.

The direct approach yields a marginal effect on Ri&bor expenditures of one-year lagged WBSO
disbursements that is valued at 1.27 (the two kmgyed WBSO is not significant). If we convertat t

a marginal effect of total R&D expenditures usimgawerage R&D labor share, we obtain a marginal
point estimate of 1.72. The indirect approach Lisge Ministry of Economic Affairs (2007) study is
based on a common elasticity of substitution bettbe individual prices and the overall price index
instead of a common elasticity of substitution kesw individual prices and industry-wide prices
(equation (5)). In the present study we also expkrgeometric distributed lag model instead of a
finite distributed lag model, and we use size-dpe@stimates to compute the bang for the buck
(BFTB). The estimated price elasticities of R&[poeted here are not significantly different from
those reported in the previous specification. Wagtbe corresponding BFTB's are very similar in the
short run, they differ in the long run. The presealculations yield a BFTB of 0.90 against 0.51

previously.

The direct approach does not require the calculaifa stock of R&D, and therefore can be based on
a much larger sample of observations (10 681 coeaper 1 185 in our preferred specification). It is,
however, less appealing from a theoretical pointiefv, as it relies not on a price measure (which
itself is not totally exogenous) but on the prodeicpast R&D tax incentives and R&D expenditures,

where the tax break is automatically determinethieyamount of past R&D expenditures.
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